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ABSTRACT

In this study, we suggest the mobile businessligégice service based on adaptive recognition ef us
intention and usage patterns. This service is naasethSciTeadaptiveand based on text mining and
semantic web technologies. This service supportonly technology-focusing analysis and prediction
but also adaptive recognition about user’s intently semi-automatic user modeling process. By the
adaptive user modeling, this service can provideensuitable service flow and more proper analysis
results based on user’s intention.

Keywords: Business Intelligence, Adaptive Recognition, Usetemtion, User Modeling, Analysis and
Prediction

1. INTRODUCTION Mostafapour, 2012; Liet al., 2012; Cheung and Li,

2012). Therefore, the final objective of Bl is pesc

Business Intelligence (Bl) is the ability of an analysis of massive amounts of related informatad

organization to collect, maintain and organize predictions for the effective establishment of strategy
knowledge. This activity produces large amounts of and blueprint of companies. However, as the amofint
information that can help in developing new jnformation increases exponentially every year,adat

opportunities. Identifying these opportunities and gnalysis and predictions based on that information
implementing an effective strategy can provide a pecome more difficult.

competitive market advantage and long-term stabilit
Bl includes diverse technologies such as online
analytical processing, analytics, data mining, pssc

Until now, several studies regarding Bl have
focused on technology analysis and predictionshsuc

mining, complex event processing, business perfocma as qu_e3|ght and  Understanding from. .SCIenth
management, benchmarking, text mining, predictive Exppsmon (F_USE) DARP.A’ 2009, C?ombmmg and
analytics and prescriptive analytics. The goal otlern ~ UNiting ~ Business Intelligence with ~ Semantic
BI deployments is to support better decision-makimg 1 echnology (CUBIST) (Klaiet al., 2012), Text
businesses; thus, a Bl system can be called a ipecis Mining Software for Technology Management (Point,
Support System (DSS). Although the term “business2009). These projects aim to support decision nmgkin
intelligence” is  synonymous to  “competitive through analysis and pattern recognition of scfamti
intelligence,” BI uses technologies, processes andinformation. However, existing services provide
applications to analyze mostly internal, structudeda ~ uniform analysis results without considering usage
and business processes, whereas competitive gatetle ~ patterns or intentions; therefore, users cannotiaeq
gathers, analyzes and disseminates topical infismat user-adaptive analysis results or customized sesvic
with a focus on competitors (Ranjan, 2009; Azma and(Kim et al., 2012a; 2012b; 2013; Lest al., 2013).
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In this study, we recommend the InSciTe system tofirst refines the question, based on the usericsieh in
provide information analysis and predictions abthé the previous step. The fourth and fifth steps anéy f
field of science and technology from 2010. The [M8c automatic and the system makes a decision regarding
system supports four key services focusing onservice and flow.
technology analysis and prediction: Technology deen .
analysis, element technology analysis and convemen LSt Phase (Key Category Selection Step-Manu al
technology discovery. In addition, the system idelsia  Process)
five-step user-modeling process for adaptive reitimgn

of user patterns and intentions. In the first step, a user selects a key categoch su

This study is organized as follows: In section 2 w as “Technology” or _“Organlzanon_.” InSciTadaptive
illustrate the user modeling for adaptive recognitof ~ Includes  sub-services regarding technology-to-
user intention and in section 3, we suggests am usetéchnology analysis (such as technology trends
grouping process based on user modeling resuktsioBe ~ analysis and convergence technology discovery),
4 presents the key technology analysis and predicti technology-to-organization analysis (such as agent
services in the InSciTe system and we conclude thdevels analysis) and organization-t o-organization
research in the section 5 with plans for futurekvor analysis (such as agent partner analysis). For pb@am
1.1. User Modeling if a user selects “Technolog y,” InSciTe Adaptivenc

recognize that the user wants to obtain technology-

InSciTe Adaptive includes a user modeling and technology analysi s and technology-to-organization
grouping process to recognize user patterns and tgnalysis with a focus on a specific technology.
customize the system to the user's specific needs a o\wever, if a user selects “Organization,” the eyst
intention. InSciTe Adaptive supports a Stereotype-  nqerstands that the user's intention is to obtain

based user modeling method, which is a more N L . N

: : : organization-toorganization analysis and organ@ati
adaptive modeling method compared to a static usec[ technol vsi ith f i
modeling method. o-technology analysis with a focus on a specific

Stereotype-based user models use demographi@rga”ization- At the end of the first step, theteys
statistics. Based on the gathered information,sigee ~ ¢an roughly understand the user's preference and
classified into common stereotypes and the systemfonfirm the target elements for analysis.
adapts to these stereotypes. Therefore, the apiplca 2nd Phase (Constitution Element Selection Step-
can make assumptions about a user, even though da@emiautomatic Pr ocess)
about that specific area is not available, becatse
prior demographic studies have already established The second step aims to understand the user’s
that users who match the same stereotype are Itkely intention and needs in detail using several teauol
have the same characteristics. However, stereotypeelements (such as “a ssociated technology” and
based user models rely mainly on statistics andato  “convergence technology”) and organization elements
take into account that personal attributes might no (sych as “collabor ating organization” and “competi
match the stereotype. . organization”). Based on the user’s category sieledh

In InSciTe Adaptive, the user modeling process ihe first step, the system can refine the questiothe

consists of five phgseis. In the first an(rj] secoa%ﬁhe second step in order to determine the detailsefier's
system presents simple questions to the user diebtso e oo Nk teaard 1o the element,

basic information about user intention. Based oa th
user’s selection in the first and second step,sysem  3rd Phase (Constitution Function Decision Step-
automatically provides suggestions regarding dedail Semiautomatic Process)
service functions in the third step and the userrefine
the suggested results that were previously refmethe
system to confirm the user’s needs. In the fourtp,she .
system makes a decision about which service the useand tc_) a Service in the fourth step. Based on teuim
wants. In the fifth step, the system decides trmuygrin e first to the third steps, the system can more
which the user is included. accurateely determine the wuser's preference and
The first step is a fully manual step and the syste intention. Further, from the analysis result, thystem
presents the same question to all of users. Thendec can decide which service the user wants and which
and third steps are semi-automatic steps and tiieray  service flow is suitable for him/her.

The third step involves various types of functions.
Each function is related to an element in the seéstap
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4th Phase (Service Decision Step-Automatic

related technologies. Users can check the viabdity
Process)

their own technology and discover emerging

From the first to the third steps, the syste m- technologies for future use. In addition, they wamt

suggested elements and functions are based orséhs u
manual selections. However, the fourth step is ebezt
by the system automatically, based on the analykis

analyze past information, as well as future préalis,
about the given technology.

Table 1. Algorithm for user modeling and grouping

user responses obtained in the first three stepshd

. Begin

fourth step, the system decides which service g u ;
wants to use and need. 3
5th Phase (User Group Decision Step-Automatic 4
Process) 5 i
After deciding on the service that the user waants t (75
use, the system finally decides the service float tis 8

suitable for the user, based on the user’s intentio

9
1.2. User Grouping ég'
In this system, we defined seven user groups baised ‘ii

the user’s intention. To define user groups moeeipely,
we conducted a survey of researchers and analystgy
regarding R&D analysis and prediction and collectsl-
world requests from them. Algorithm for user modgli
and grouping is agable 1. Then, we classified and
defined the user groups based on the intentionaoh e
user, to use in an adaptive R&D analysis and aigired
system. Service scenarios are difference basedsen u
group and those are Biy. 1-5.

Definition 1. Field Trends Analysis Group

20

21.
22.

14.
15.
16.
Element Technology,
17.
18.
19.

. function Sel_Cat(UCi: User Intention for Category)
. return Constitution_Element
. Enum UCJ[ ] = {Technology, Organization}

. if UCi equalsTechnology

. then Show(CE(UD

. for s=1 to N(CE(U®)

. Sel_CE(UE User Intention for Element)
. return Constitution_Function

Enum UE[ ] = {elementTech, similarTech, conver
Tech, competeTech, isadomainTech, substitute Bech,
dingTech}

for j=1 10 jnax

12. SET SETCFJj] to CF(UEj)

for k=1 to ky

Sel_CF(UEUser Intention for Function)

return Service

Enum SV[ ]={Technology Navigation, Technologsemds,

Convergence Technology}
function Final_Decision()
return Final_Service_Flow:
. SET SE%[K] to Sel_CF(UR)
fort=kto1l

if (SETsv[K]==SETs\[t])

23. delete SEJ[K]

The field trends analysis group comprises users whopy

want to analyze R&D trends in general and in abstra 25.
26.
27.

They have no information about any specific tecbggl
or organization and they are only interested inegain
categories, such as information

technology, o8

bioinformatics and computer science. Because eaclpg
theso.

system has to first select and suggest a few engergi g;

category includes numerous core technologies,

technologies among various technologies in there@si
category. Users can choose one of the suggeste
technologies for a nalysis and prediction.

53
34
Definition 2. Technology Trends Analysis Group

The technology trends analysis group comprisesuser
who want to know the viability of and the trends af
fecting a specific technology. They are obviously gn
interested in a specific technology and want touaeq  40.

detailed information about that technology and othe 41.

. SET k to k-1

for m =1 to Max

if (SETs\[K] is subset of SE)

then Final_Service_Flow = §F

to recognize organization-focusing trends----
. if UG equaldOrganization

then Show(CE(UY

for s=1 to N(CE(Uf})

Sel_CE(UE User Intention for Element)
return Constitution_Function

. Enum UE][ ] = {competeOrg, collaborateOrg, simil

rOrg, supplyOrg}

. forj =110 jax

35. SET SEEj] to CF(UE)
36.
37.

for k = 1 to kax
Sel_CF(UEUser Intention for Function)
. return Service

9. Enum SV[ ]={Organization Levels, Organizati

Partners}
Final_Decision()
END
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Definition 3. Conver gence Technology Discover o . N
Group 9 el y Definition 5. Leading Organization
Benchmarking Group
The convergence technolo discover rou . L .
9 gy y group The leading organization benchmarking group

comprises users who want to discover emerging

technologies for business expansion. Users have t&OMPrises users who want to discover the organiati
consider which technologies they already have andthat is leading in terms of a specific technologyl do

which technology is the best fit for them. If thgstem
suggests a technology that is similar to a conveati
core technology already owned by the user, the ceer
combine the two technologies and expand their legsin
with ease. In a dition, the system has to consibter
viability of each technology to help users choosaae
suitable techn ology for the future.

Definition 4. Technology Validity Confirmation
Group

The technology validity confirmation group
comprises users who want to verify the validity af
technology that they currently own. The system yaresd
the technology and determines where it is in the
technology life cycle. In addition, the system det@es
whether the technology is in the “blue ocean” (non-
existent industry or market) or “red ocean” (exigti
industries and markets). If the technology is \eadhd in
the “blue ocean,” users can choose to continuevesi
in that technology.

,///4 Science Publications
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benchmark that organization. With the assumptian ttie
organization that leads in terms of a specific nedbgy

has something special that makes it succeed, wsans to
know the key secret of the leading organization.
Therefore, the system suggests a list of relatdthteogies
used by the leading organization and users can b
enchmark them to analyze the success of the bgsines

Definition 6. Organization Trends Analysis Group

The organization trends analysis group comprises
users who want analyze a specific organization in
detail. Users want to learn about the organizasion’
investments in technologies, other collaborating
organizations and competing organizations. Theesyst
presents a list of technologies that an organinaltias
invested in, as well as the ranking and degree of
participation for each technology. In addition, the
system discovers other organizations that collaleova
compete with the specified organization.

JCS
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Definition 7. Roadmap Establishment Group

The roadmap establishment group comprises users

who want to establish a simple technology/orgaionat
roadmap. Users in this group are obviously intexkh

a specific technology and they want to view a sungma
of the past, present and future of the specifietinelogy
and related technologies.

1.3. Technology Intelligence Services

InSciTe Adaptive includes three types of collection
information, such as papers, patents, web resouances
semantic ontology information. Papers cover IEEE
proceedings, journals and various kinds of inteomeat
journals in the computer science and the bioinfdicea
fields. Patents include those from the US, EU apmhd.

Web resources cover news and magazine articles fronemantic
15 websites. Based on the data collected from thePata

aforementioned sources, we construct a body of stiena
ontology data in the quadruple form. The number of
datasets collected is as follows.

In  InSciTe service, we construct semantic
information based on collection information such as
papers, patents and web resources describ&abre 2.

By constructing ontology, we can support more diger
and rich analysis and forecast service based atiorl
information in ontology. We define 5 objects such a
technology, organization, product, nation, persow a
diverse relation among them.

Especially, ontology schema in InSciTe service is
different generally used ontology schema. Because is
really important factor in business intelligencgaming
proper timing, we construct quadruple-form ontologyt
triple-form as (subject-predicate-object-time).

The technology trends analysis service represéets t

Table 2. Dataset in InSciTe service

Papers Proceedings 723,821

Journals 9,041,378
Patents us 4,963,647

EU 1,111,853

Others 1,540,315
Web IDC 670
Resources Wikipedia 4,975,178

Gizmag 17,833

EtnTws.com 14,679

Technewsworld 10,099

New York Times 125,570

BBC 38,728

Fox News 11,158

CNN 20,154

USA Today 39,502

Other 10,000

Triples (after inference) 498,361,449

Triples (before inference) 375,935,081

In InSciTe Adaptive, we created an answer setHer t
decision-making process of the emerging phase of
technologies based on Gartner's Hype Cycle (Leary,
2008) information. There are approximately 300,000
technologies in InSciTe Adaptive, but we constrddtes
answer set using only approximately 300 technokbgie
that are included in Hype Cycle from 2007 to 2012.
Based on the constructed answer set, we also dreate
two-level decision tree to achieve greater accunaitiy
the decision. In particular, the “Irruption” andyit&rgy”
phases are determined in the early stages of ttisiole
tree, whereas the “Frenzy” and “Turning Point” pdgs
are concluded towards the end of the tree. Decision
accuracy for the “Irruption” and “Synergy” phases i
high, whereas that for the “Frenzy” and “Turningri®b
phases is not. Therefore, we use two separateiaiecis

emerging phase of a given technology and relateglr€es to guarantee higher accuracy. The creatioa of

technologies. The emerging phase consists of fiteps:
irruption, frenzy, turning point, synergy and maéiur
These steps have been defined as the “Great Safges
Development” by Carlota (2007). Irruptionimplieseth
emergence of a new technology and frenzy represieats
mobilization of financial capital to explore thetpntial,
resulting in the development of a range of businesdels.
The turning point represents a financial crashrandssion
and synergy represents the emergence of new timtisu
and industry structures for regrowth and new teldgies.
Maturity represents the final step towards stahilit

For the technology trends analysis service, weterse
feature sets that are based on the metadata infooma
of papers and patents and that consist of diversety
rates. Each feature set is a combination of papeds
patent information.
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decision tree is based on the C4.5 algorithm €Dal.,
2011; Yi et al., 2011), which is used to generate a
decision tree based on one that was developed bg Ro
Quinlan. C4.5 is an extension of Quinlan’'s 1D3
algorithm. The constructed decision tree is annogtd
machine learning method. For machine learning ef th
decision tree, we use the WEKA tool, the C4.5 denis
tree algorithm and decision tree induction. The WEK
tool (WEKA, 2010) is a machine-learning and data-
mining tool coded in Java and developed as operesou
freeware by the University of Waikato in New Zealan
It supports classification, clustering, associatiand
visualization. Because the decision trees generhted
C4.5 can be used for classification, C4.5 is oftfarred

to as a statistical classifier. Algorithm for arsdy of
technology trends is asable 3 and 4.

JCS



Jinhyung Kim et al. / Journal of Computer Scien¢g@®: 1396-1405, 2013

Table 3. Feature sets for technology trends service
S(Pp) ={Pp, Pp.....PR}, S(PY) = {Pt, Pt,....Pt}
FSabspquteGraowthraﬁS(Ppy) {numbe'bpv date’p}_ (ANk —-AN _)/AN

FSrelativecrowtnrakS (PPS) = {numbep,, date,} = (N§, — N, / N')
FSauthorrate(S(PP ¥) = {numbeg,, date, author} = (Ak [ AA P,) *100(%)
FSutmorcromnrae(S(PPY) = {numbepy, date, author} =(AAL, ~AA ')/ AA 2
FSoomainrard S(PPS) = {numbep,, date, domain} =(Dg,/ AD%,)*100(%)
FShomaincrowthrard S(PPS) = {numbegp,, datey, domain} =(AD},/ AD')/ AD ;)
FSioumarad S(PPY) = {numbee,, date, Journal} {(J5, / AJ,)*100(%)
FSioumacrowthrakS(PPS) = {numbee,, date, Journal} = (AJg, / AJk‘l) TN
FSansontecrowtnradS (Ptf) = {numbek, dated = (AN, —AN'SY) /AN
FSretativecromnradS (Ptf) = {number, dateg = (N, - N 1)/N

FSmentorrate(S (Ptf) = {numbeg, date, inventor} = (15,/ Al%)*100(%)
FSmentorcrowtnrardS (PtF) = {numbeg,, date, Inventor} =(Al%, —AI%H /Al K2
FSappicantraidS (Ptf) = {numbep,, date, Applicant} =(Ak / AA)*100 (%)
FSapplicantrowthrardS (Ptf) = {numbeg,, date, Applicant} =(AA K/ AAKH 1 AA Kt
FSoatentramikyratS (P) = {numbep,, date,, PatentFamiky} =(P% / AP, )*100(%)
FSpaentranicycrownraS (Ptf) = {numbeg,, date, PatentFamiky} AP, / AP5™) / APK

Table 4. Decision tree optimization algorithm of the technology, which are highlighted in redFig. 6.
---------------- top-down decision tree induction—------- The portion and importance information of element
1 function GROW_TREE(T: set of examples) technologies are represented by papers, patents/eimd

2 returns decision tree: resources separately, because each type of data has

3 t* := optimal_test(T)
4 p := partition induced on T by t*
5 if stop_criterion(p)

different publication date range.
For example, in case of popular technology like 3G

6 then return leaf(into(T)) and 4G networks, web news and reports are published
7 else these days; however, many papers and patents tigoot

8 for all Rin P: were already published approximately 5-10 years. ago
9 tr; := GROW_TREE(p Figure 7 shows a normalization graph that illustrates the
10 Return node(tVj{j,tr }) time differences among papers, patents and webineEo

------------------ single node refinement---------—----
11 for all candidate tests t associated with thdeno
12 for all examples e in the training set T:

Generally, it takes approximately two years from
application/submission to publication in papers and

13 update_statistics(S[], t(e), target(e)) patents. ~However, articles arepublished — almost
14 Q[t] :=compute_quality(S[t]) immediately in web resources. At the beginning of
15 t* := argnaxeQIt] research, many papers and patents focus on thejiamer
16 partition T according to t* technology, but as research on that technologyiligtb

with many studies, web coverage increases.

The element technology analysis service illustrates The convergence technology discovery service
sub-technologies for developing a specific techggldn represents two technologies that can be combined to
addition, it suggests the distribution, portion and create a new technology. If two technologies shaaay
importance of element technologies so that users caelement technologies, we assume that they can be
understand which element technology is more impbrta combined easily. However, if the element techneegf
than others and which additional technologies rieduk two technologies are almost same, we can suppase th
researched further for use with the specified tetdgy. those two technologies were already co-researamecua
To extract element technologies, we use three ptiepe  almost the same technology.
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In this service, we suggest convergence technalahiet  threshold number. Algorithm for finding convergence
share some element technologies but no more than #echnology is a¥able5.
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Table5. Algorithm for Discovery of Convergence Tech Du, M., S. Wnag and G. Gong, 2011. Research on
-------—-—-Convergence Technology Discovery----—--- Decision tree algorithm based on information
1 function Conver_TECH(T: technology) entropy. Adv. Mater. Res., 267: 732-737.
2 returns (Convergence_Tech, Convergability): WWW.scientific.net/ AMR.267.732

3 s:=N(Element(T));

4fors=1to§ Ranjan, J.R., 2009. Business intelligence: Congepts
ax . . .

3 ET[s]:=Element(T); components, techniques and benefits. J. Theoretical

4 n:=N(SupEle(ETIs])) Applied Inform. Technol.

5 for N=1 10 fha Kim, J., Lee, M., Sung, W., Song, S., S. Song Bind

5 SETerg[n]:= SupEle(ET[s])
6 CT[t]:=N SETET[S][n]
--------------- Convergability calculation--------------

Jung, 2012b. Toward discovering and predicting
technical opportunities and technology trends. Adv.

7 for t=1 10 fay Inform. Sci. Service Sci., 4: 161-167.
8 Rt=Element(CTI[t])/sax Kim, J., M. Hwang, D.H. Jeong and H. Jung, 2012a.
9 Return (CT(t), Rt) Technology trends analysis and forecasting
application based on decision tree and statistical
2. CONCLUSION feature analysis. Expert Syst. Applic., 39: 12618-

) ) o 12625. DOI: 10.1016/j.eswa.2012.05.021
In this study, we suggest a business mtel_hgenceKim J., S. Lee, J. Lee, M. Lee and H. Jung, 2013.
system that focuses on technology analysis and Design of TOD model for analyzing technology

prediction, as well as adaptive recognition of tiser - .
preference and intention. InSciTe Adaptive refleitis tlrgggslggg predicting future trends. Inform. J., 16

user’s precise needs and intention by applyingexstep ) : )
user modeling and grouping process. In addition, byKlai. S., Sevinc, E., Fontaine, B., Jacobs, C., IstulC,

using diverse text mining and semantic web 2012. Proceedings of the International Conference
technologies, we extracted valuable informationnfro on Space Operations, (CSO’ 12).

three types of data, paper, patents and web respardd  Leary, D.E., 2008. Gartner’s hype cycle and infation
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