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ABSTRACT

Automatic Essay Grading (AEG) system is definedh@scomputer technology that evaluates and grades
written prose. The short essay answer, where thgyds written in short sentences where it hastypes

the open ended short answer and the close endedasiswer where it is our research domain baseti@n
computer subject. The Marking of short essay armsveeitomatically is one of the most complicated
domains because it is relying heavily on the seinaimilarity in meaning refers to the degree toiakh

two sentences are similar in the meaning where lbistd similar words in the meaning, in this case
Humans are able to easily judge if a conceptseledad to each other, there for is a problem whedeht

use a synonym words during the answer in caseftirggt the target answer and they use their altena
words in the answer which will be different frometModel answer that prepared by the structure. The
Standard text similarity measures perform poorlysoch tasks. Short answer only provides a limited
content, because the length of the text is typycsitiort, ranging from a single word to a dozen vgord
This research has two propose; the first propogdternative Sentence Generator Method in order to
generate the alternative model answer by connedtiegmethod with the synonym dictionary. The
second proposed three algorithms combined togdathenatching phase, Commons Words (COW),
Longest Common Subsequence (LCS) and Semantic MgistdSD), these algorithms have been
successfully used in many Natural Language Proogssystems and have yielded efficient results.
The system was manually tested on 40 questionsexeshby three students and evaluated by teacher
in class. The proposed system has yielded %82 ladioe-style with human grading, which has made
the system significantly better than the otherestdtthe art systems.

Keywords: Short Answer, COW, LCS, SD, Semantic Similarityn&nym

1. INTRODUCTION it must be more than half page. Short Answers itemr
in short sentences or piece of text where the $sytet
Automated Essay Grading (AEG) is defined as theimportant for marking. Short answers are typichihsed
computer technology that evaluates and scoresewritt on the sentence length but are not required to be
works (Swanson and Yamangil, 2009; Tamrakar andgrammatically correct (O'Shea and Bandar, 2010gr€h
Dubey, 2012), AEG provides benefits to all assessme are two types of short answer systems; the operdend
tasks’ components student, evaluators and testingsystem where the system able to evaluate different
operation. Using AEG students can improve theitingi subjects and close ended short answer system where
skills by receiving a quick and useful feedbacleréhare  the system is restricted to specific subject as our
two types of essays Long Essay is free text whieee t proposed system. Many researchers admitted that
students are given a topic to be discussed in@dgsay; automated grading is a highly desirable additiothe
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educational tool-kit, since increased writing with common (Aziz and Ahmad, 2009). Turney and Pantel
feedback is known to increase the quality of studen (2010) show that two words are similar to the deghat
writing (Yannakoudakiset al., 2011). Each of those their contexts are similar; in effect showing thairds
types has common features to be graded. The bpésty that keep the same company are very similar or
have differences in Essay Context, The Grammaticalsynonymous in meaning. From this previous work it
Content and the Style. There are many systems$itheg  follows that texts made up of similar words wilhteto
developed based on those features. Most of Aut@mati be about similar. The Standard text similarity meas
Essay Grading systems (AEG) do not require perform poorly on such tasks, when Student mayause
sophisticated text understanding. There are a fewsynonym words during the answer, a short answer
systems that have used to grade short essay answenly provides a limited context, Because the lermjth
(Mohler and Mihalcea, 2009). Marking short essay the text is typically short, ranging from a singlerd
answers automatically is one of the most compli¢date to a dozen words (Cutrone and Chang, 2011). This
domains because it is relying heavily on the seimant research is focused to build efficient automatisags
similarity in the meaning which is a challenging grading system for short answer in English language
problem, since short contexts rarely share manylsvor based on the proposed methods.
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Fig. 1. Architecture of AEG system for short answer in Estglanguage
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Related work: Text Similarity is a basic and state of the art methods and systems. Finallyhénlast
important research topic in natural language pisings  section, we draw some conclusions and discuss some
and the similarity measure of different physicaitain  future developments.

There are many researches that done to evaluate the

student answer based on the matching between the 2. MATERIALSAND METHODS

student answer and the model answer. Research

proposed by (Selvi and Bnerjee, 2010). Here they us N this research, we used general methodology to
several techniques enhanced blue method in thefesy ~ develop a Grading system of English short answseda
The authors claims that Keyword analysis has uguall on Alternative Sentence Generator Method and text
been considered a poor method, given that it icdlf similarity matching methods. In order to evaluale t

to tackle problems such as synonymy or polysenthién  methods for short answer grading, we have usedrta pa
student answers. While on the research of Automaticthe dataset proposed by (Mohler and Mihalcea, 2009)
Chinese Essay Scoring Using Connections betweenNhere the total short answers in this dataset &@ 3
Concepts in Paragraphs proposed by Chang and Leshort answer (3 assignments x 40 guestions/assignme
(2011) proposed a method which uses the similarity3 student answers/question) we use part of thelssata
between the paragraphic structures in different. Inin order to train the system and the second passiothe
research by (Shrestha, 2011) in corpus-based n@tbod system. The system is containing of two main prsees
find similarity between short text where they prése  each process includes several techniques; thewiokp

new method, based on Vector Space Model, to capturgigure shows the system.

the contextual behaw_our, senses and correlatidn, 0 The system is containing on several steps in order
terms and show that this method performs be_tteT 1Iha evaluate the student answer as the following.

baseline method that uses vector based cosineasimyil
measure. Song (2010) over his research applicatbns 2.1. Alternative Sentence Generator Method
short text similarity assessment in user-interactiv
guestion answering where he has used a combineqag

method with statistic similarity and semantic samiy. &heir synonym, to cover all possible answers that Ige

In the resent researches proposed by (Mohler an used instead the original words in the model ansWee
Bunescu, 2011) over Learning to grade short answer

. . . T S OIAIternative Sentence Generator Method will generate
questions using semantic similarity measures an
arge amount of sentences for each Model Answer.

dependency graph alignments, they combine severa'_}ased on this operation, large amount of senteaoes

graph allgnm_ent featu_res with I_eX|caI semantic Em.y generated based on the number of the key wordsein t
measures using machine learning. C-rater (Sukkarmeh .
model answer, where the generator will take all

Blackmore, 2009) is an automated scoring enginé tha . .
has been developed to score responses to conteed-ba probabilities that could be generating using theosym.
Several processes have been carried out to gertbeate

short answer questions. Cutrone and Chang (201&)evh model answer based on the synonym table. Hige 2

they evaluate student short answers based on the .
Shows the generation process.

semantic meaning of those answers. A component-
9 b Process separates the sentence to words N

based system utilizing a Text Pre-Processing phasq-\I ' '
. ammms Ny). Taking the first word Nand search over the
and a Word/Synonym Matching phase has beensynonyms dictionary, to find their synonyms. As 800

developed to automate the marking Process. This s the synonyms are found, the method will take the
study leverages the research conducted in recenf.

; . S irst synonym and replace it with the original ward
Natural Language Processing studies to providera fa :
. he model answer and generate alternative model
timely and accurate assessment of student shor

answers based on the semantic meaning between th@ > Wer- The method will continue replacing the veord

model answer and the students answer with their synonym till all the probable, cases of
The study is organized as follows: In section 3, we switching are finish.

describe our proposed system Architecture in 22 Preprocessing Phase

Automatic essay grading for short answers and all _ )

components associated with the systdfig.(1). In The Text Pre-Processing component comprises of a

section 4 we describe the evaluation of our systamas  number of steps, which run sequentially in an ¢ffor

made some compression between our system and otheéeduce each sentence to its canonical form.

In this part database of synonyms has been used to
the synonym for each word in the model answtr w
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These steps are applied to both, the Generated IMode2.3. M atching Phase
Answer (GMA) and the Student Answer (SA). The Af Il th ibiliti f Usi h .
first step in the pre-processing is the Tokenizgtio ter all the possibilities o u5|_ngt € synonyms,

where it divides the text sequence into sentencels a order to generate the Alternative Model Answers

the sentences into tokens. In alphabetic language!AMA) and the pre-processing on those generators

words are usually surrounded by whitespace. Beside_@nd the students answers are carried out. Thisephas

the whitespace and the commas, the tokenizatiom als INvestigates the use of the proposed similarity
removes {([ \{}():;. 1)} from the text and presesthe ~ &lgorithms, which are  Common Words (COW),
words in the model answer. Longest Common Subsequence (LCS) and Semantic
In Fig. 3 the tokenization process as it is shown in Distance (SD), in the matching phase, to match the
Fig. 3 the student answer will be interned to the Generated Model Answer (GMA) with the student
tokenization with 33 items includes the white space short answers. The system will run all the ansvwdrs
between the words and the words. The tekonizer willthe student on the proposed algorithms (LCS, COW
remove the white spaces between the words to 15 band SD), where the results of all three algorithails

ready for the next operation. _ _ be combined together by giving proper weight toheac
The second step in this phase is removing stop syord algorithm based on their strengths.
which include the auxiliary verbs and the prepositi

question words. The text is examined to determine,2.4. Longest Common Subsequence (LCS)

whether any stop words exist. The stop words, sgch .
(if, as, the, to, at, an, a, what, where, that,an,....), The intended dataset (the Student Answer and

can be found either in the generated answers aghen Model Answer) will start the matching process, itudf

student answers and these stop words are removet€ longest subsequence common to all sequenaes in
from the text (Shrestha, 2011). set of sequences over all the student answers. It

Form the example irFig. 4 the sentence will be calculates the most accurate sequence by courtiing t
cleaned for the unnecessary words as discussedrear! letters in the sentence. The following example show
this process will reduce the words from 15 to 7ami@nt ~ how the matching operation is done (Shenal.,
words in the answer. 2009). This method works to match two of the text

After the sentence being cleaned from all stop word sequences. Using the sequence & W, Vs, ..., ] as
the next step is steaming, where the Porter Steqmin 3 subsequence of another sequence X & fX Xa, ..,

algorithm, to remove all prefixes and suffixesget the  xm], if there exists a strict increasing sequeriggif,
canonical of a word. The algorithm makes a dismct . i of indices of such that for all j = 1, 2, 3, ...k

between consonants and vowels in a word. Therefloee, ihen x = y. Given two sequences, X and Y, the

selection of the applied rules during the stemming Longest Common Subsequence (LCS) of X and Y is a

process is based on the sequence of_consonants and mmon subsequence with a maximum length as in
vowels. The canonical form of a word is the base or,q following example

lemma of that word (Turney and Pantel, 2010). For
example the canonical form of the words “artist'dan
L,artisan’ is art. In order to reduce a sentence to its
canonical form, the individual words within bothet
Student Answer and the Model Answer, must be
examined to ensure that, they are also in theiordaal
form. Applying the previous results from removirget | LCS
stop words to the stemming, the results will béolisws. SiMyq =ZILCS@E.8 )|

In Fig. 5 the porter steamer well reduce the words Is I+ 1s |
in the that have gained from the previous process t
their canonical form where the Porter Steamer will where, [LCS(s )| is the length of the longest
remove the prefixes form the words types and thesubsequence ofand s.
parameters to their roots (type and parameter)s Thi ~ Using the previous formula, the method calculabes t
process is the last part in the pre-processing phas longest sub sequence as one whole string. In thengi
prepare the both the student answers and the gedera example inFig. 6 the part [includename] will be the first
model answers for the matching phase. part that phases the algorithm during the matgbingess.

In this example, the method calculates the longest
subsequence as one whole string. In the given eramp
the part [includename] will be the longest common
subsequence in both answers. The calculation wll b
done using the following:

///// Science Publications 1373 JCS



Ali Muftah Ben Omran and Mohd Juzaiddin Ab Azizoudnal of Computer Science 9 (10): 1369-1382, 2013

///// Science Publications

Bostpmentsl the function signature include The name of the function and
Model Answer & >
Student Answer the types of the parameters.
Tﬂkﬂﬂiﬂliﬂﬂ " " utherl " "ﬁjnction" wn
LOCess R "signature” "" "include" "" "the" ww
(a\-’Oldlllg wﬁue Lg "name" LY " nghatt 0 "funetion” "
spaces an viand” "' "the" " Hlltypesll LRI " et
s-\mbOIS) i Iiparameterslr L] _ll n
Result "the""function""signature""include""the""'name""of "the""fu
nctionlfllandlllFthelll!ryp es ||l|0 f"“the""p E.l'aﬂletefs"
Fig. 3. Tekonization process
[HFLII Tnkmzed "lhe1PlIfunctionrlIlsiglaruremlinchldeli Plthell Hnamelrllufllllheﬂ
dﬂ.ﬂiﬂ "fi.mctiﬁn”"and" Ilthell!1ty.pesllifoPll‘meﬂllpmetersll

l

Remove stop word
process (collect the
stop words from the
sentence and avoid

1

_J lrmerillthellnoflurlhenauduutheu nofmthelr

Result " . ‘ :
"function""signature" "include""name""function""types"
b
"parameters" .
Fig. 4. Remove stop word processing
Input tokenized "function""signature" "include""name"" function""types"
dataset > "parame\[ers“

J

Porter stemmer
process (tern the

Types —* Type

sentences to the
canonical form)

|

Result

Parameters ————» parameter

"Function"  "signature" "include" "name"

"function" "type" "parameter”,

Fig. 5. Word steaming processing

1374

JCS



Ali Muftah Ben Omran and Mohd Juzaiddin Ab Azizoudnal of Computer Science 9 (10): 1369-1382, 2013

Then the part [typeparameter] will be the secord the For example irFig. 8 the word “function” will match
last part that can be matched between both thegstrby ~ character sequence of Model Answer in order tordeite
counting the number of common character sequeree ththe similarity and the word “include” iRig. 9. Then the
result will be [includename]. The algorithm will matching will start from the student answer to thedel
calculate all possible model answer matched with th answer, by matching each word in the student ansitier

student answer and keep the best result for the beghe character sequence of the model answer.
similarity to the student answer. The sentence similarity can be calculated by the

following formula:
2.5. Common Words (COW)

It is used to match the words in both answers (the
student answer and the generated model answerjewhe
the algorithm works word by word, to determine the
number of words that exist in bothand s. .

By using the following formula: 3 =max{s(W, . W, ).s(W . W, )....s(W . W )

b; =max{s (W, ,W;),s(W, ,W, ).....s(W, .\ )

" a " b
singd(sl.%){z'r:a’ L‘ﬂ ’] /2

n

2*c
mCOW

Is I+ s where, '™ a is the summation of the number of

where, ¢ is the number of common words between theMaiched characters for each word,davided on the
both sentences|sis the total number of words in the Number of words in the first sentence which preseet
first sentence and,|ss the total number of words in the OPeration inFig. 8. 3 7,b; is the summation of the
second sentence, the algorithm will find the beatam  number of matched characters for each woydiiided
between the generated answer and the student answesy the number of words in the second sentence, whic
The result will be calculated first by counting terds present the operation ifig. 9. The algorithm will
that are similar with ¢ and then divide the resiflR*c calculate all possible model answer matched with th
on the summation of s+ |s;|, which are the lengths of student answer and keep the best result for thé bes
both, the student answer and the model answétign/ model answer that similar to the student answer.
the algorithm will calculate all possible model wes There can be hundreds of possible answers generated
matched with the student answer where the wordsusing the Alternative Model Answers Generator Mdtho
(function, include, name type) the words that had as each model has different results, during thehmrad.
matched in the given example. The algorithm will The results will be compared in order to find tleaerator
keep the best result for the best model answer thathat gains the highest result on the same modeteans
similar to the student answer. The comparison between the results will be dondHer

The algorithm will calculate all possible model three proposed methods in the matching phaseder ¢o
answer matched with the student answer and keep thénd the highest mark for the student answer fothea
best result for the best model answer that simitar individual method. Figure 10 shows the process of
the student answer. selecting best resullt.

R Figure 10, the student selects the exam, which

2.6. Semantic Distance (SD) contains 10 questions. The first question, Q1, balin

Semantic Distance works as word by sequence, wheréhe queue to be answered by the student. The model
it selects the first word from the first sentenod anatches  answer MA will be used in order to generate the
the character of this word with all the characesuences  Alternative Model Answers (AMA) (G1, G2, G3, G4,
of other sentences. Here the matching process willG5, G6................... Gn), as discussed earlier in
continue for all the words in both sentences, tentwo Section (3.2.2.b). In the matching phase, the First
sentences,;SS, where s contains the words represented Generation G1 will be matched with the SA over each
as, W, Wy,...W;,, and scontains the words represented proposed method in the matching phase and the gsade
as, Wy, Wa,... Wa,, If the word similarity occurs between stored in S. The next generation G2 will be alsdcined
W;; and W, as in the following example, the first word in  with the SA and the result will be matched with the
the model answer will match all the character segee  previous result of G1, which is stored in S. If 162
for the student answer. The matching between bothmark > S, the result in S will be replaced with G&.
answers will continue with all the words adHig. 8. such, the student answer mark, SAM, will be thénésg.
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2.7. TheFinal Result
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I

Match the SA
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IfG2 mark= S Continue
then$S=G2 "
Continue to
L
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All methods in
the matching
phase are used

Combine the results for

Fig. 10. Grade com

The final result of the methods will be insertedain
combination model between the three methods, ierord
to get the final mark of the student’s short answarere
the overall sentence similarity is calculated byghigng

a smoothing factor:

sim(s ,$ ) =\, *sim(s,,S,)

+7\’2 *Simcow(sl ’ s2 ) +7\’ 3*Sim SO(S 1132)

where, sim.{s;,S) is the result of the Longest
Common Subsequence (LCS), sipis:,S) contains
the result of the Common Words (COW) and

simsy(S,S) contains  the

result of the Semantic

Distance (SD)A is a weight given to each method to
get the best balance in order to obtain the besilte
The equation will be used to determine the bestigra
based on the experimental weigit, By giving a
weight, A, to each algorithm, the weight has been all the dataset that had marked by the system.
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parative method

generated and tested experimentally over 100 plessib

attempts. The following table shows an example of
how theA is generated using the same model answer
and the student answer.

FromTable 1, it is obvious that the best generated
result is G3. The combination method used the
research on automated writing titled “Using latent
semantic analysis to grade brief summaries: A study
exploring texts at different academic levels”, whic
was proposed by (Olmasal., 2012), where the system
is the effective strategy for combination. This
operation of marking the questions in the exam bal
continued until all the student answers for each
guestion are matched with all the Alternative Model
Answers. The total result for the entire exam Vo
calculated by a summation of the question results,
divided by the number of questions. The weight play
important role because it makes balance between the
methods to gave the best result correlated to the
human, the followingrable 2 is part of the result over
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Table 1. Experimental generation for the weight

sim(s,%,) A1 * SiMce($1,S) Ao * SiMow(S1,%) A3* simsf(S1,%) Result
G1 0.3*0.2 0.7*0.70 0.1*0.86 0.64
G2 0.5%0.2 0.2*0.70 0.3*0.86 0.49
G3 0.1%0.2 0.4*0.70 0.5*0.86 0.82
G4 0.6*0.2 0.3*0.70 0.1*0.86 0.41
G5 0.2%0.2 0.6*0.70 0.3*0.86 0.71

Table 2. Evolution results per assignment for each student the first part involves comparing the system regdt

Assignment no.  Student 1 Student 3 Student 3 assignment for all the students with the resulfMdhler
Assignment 1 0.987147 0.904179 0.951194 and Mihalcea, 2009), where it is the same daths¢iwas
Assignment 2 0.677267 0.888022 0.803992 used in order to find out the Pearson correlatiorhis
Assignment 3 0.783342 0.874860 0.761867 research and the second part involves comparirg thé

ASAGS, which measures the correlation between the
This case consist one of the most complicated caseuman grade and the student grade. Pearson ciomelat
because of the sentence length between the moddprmula used, which measures the relation betweemt
answer and the student answer, the use of the thethousing the following equation:
individual will gave results low according to theoplem

of the length form one sentence to another as LCS ny(ZX)(ZY)
method results, on the other hand SD method gave a r= n

result could be higher than the human in such cHse. 2 (Zx)? . (2y)?
use of the balance guaranty the result well beedoghe \/(ZX —nJ(Zy _nJ

human grade as possible.

where in the Numerator contain the following: xhe
3.RESULTS student grade for each answer and y is the human
grade for each answeExy is the summation of all

The system produced results between 0 (not AT
correct)-1 (full answer), Results were calculateddd values f_or x and y multlpl|cat|on_ i) (2y) a_re_the_
;summation of x and the summation of y multiplicatio

on comparisons in three parts; of the Human Grader < e

and the proposed system result at the first parthé in each other divided N which is the number of eslu
second part between the result of the proposeesyst N both variables.

and the state of art methods with the results af ou 3 1 Eyaluation Process

automatic grading system, to determine the level of

agreement among the two assessment methods in the The following figure shows the evaluation process.
third part between our system result and the ASAGS ) )

system. In order to mark the student answers, three>-2- Correlation  Measurement  With  Human
algorithms have combined together implemented, Grade

which are Common Words (COW), Longest Common
Subsequence (LCS) and Semantic Distance (SD), t . . .
mark dataset, which have been graded by humaﬁor each student in each assignment where it scored

grader each students” answer has graded by humak?-80-0-82) correlated to the human a3 able 3.

grader, As the dataset has been divided into three 1his part done for each student independently, @her
assignments and all the assignments have been radswe €aCh student answers each assignment then the
by three students, the evaluation in this part besn correlat!on _between the human and the system the
carried out, in two stages asFig. 11. The first stage has correlation is calc_ulated between the humgn and the
been divided into three steps. The first step hesnb System marks using the pearson correlation method
carried over each assignment, where the assignhaant Discussed earlier.

been divided into three parts with each part coitgi The second stage: involves the measurement of the
seven short answers answered by one student. Thadse ~correlation style for each assignment for all thedents,
step has been executed on each assignment foneall t where each assignment has seven questions ansiwered
Students and the third step has been conductechthtee  three students with a total of 21 short answ&eble 4
assignments. The second part constitutes two peinese  consist of the results in this stage.

The first stage: involves the correlation measurgme
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Table3.The correlation between the proposed system gradetest the system. From tlrég. 12 the system gave a 60%
and human grade correlation to the human grader and the proposstisy

: Parson gave an 82% correlation to the human grader.
Assignment no correlation
Assignment 1 0.80 34. Correlation Measurement with Other
Assignment 2 0.82 i
Assignment 3 0.82 Technique

] After all the assignments have been graded, the
Table4. The state of art method and the combined method present total for all the assignments will be ckdted

Techniques Rs:#gzsignment by a summation of the scores over the three
atent Semantic 0.6465 assignments as follows:

Analysis (LSA)

The proposed system

Combined method 0.82

+ +
(Sjscore SZ score % scorl
S,

total =

The third stage: has been done over all studemts fo
all assignments and they got result of 82% comrdldb . . .
the human. Heres_ s the result of the first assignment and
After the Pearson correlation has calculated fahea s, is the result of the second assignment a‘Qd
assignment, the second stage of evaluation carobe. d . ™%7° . . core
The system evaluation can be done by comparing thdS the result of_ the third assignment, where is the
proposed system evaluation form the third stageigf ~ humber of assignments that have been calculated,
other systems such as the ASAGS system evaluationWhich record a 0.82 correlation with the human grad
where the system have use the same data set that wafter the total has been calculated, a comparisam c
have used the system scored %60 correlated to th@e made with the work of (Mohler and Mihalcea,
human grade (Selvi and Bnerjee, 2010). The thiadest 2009). The research of Text-to-text Semantic
is used to compare the method with other stathefitt  Similarity for Automatic Short Answer Grading
methods which is Latent Semantic Analysis (LSA) proposed by (Mohler and Mihalcea, 2009), where they
which also used over the same dataset and scd#48%. have obtained the best result for LSA correlatityfesof
correlated to the human (Mohler and Mihalcea, 2009)  apout 0.6465 with the human grade per assignment fo
3.3. Corrdation Measurement with ASAGS System all the students, comparing with the result disedsi
Chapter IlI, to mark the short answers in the datatst
The ASAGS system uses the enhanced blue methodised in this research. TAable 4 shows the techniques
where the researchers use the same dataset in torder that have been used and their results.
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Ve
100
80 -
2 60 -
E B Correlated to
& the human
=~ 40 .
20
0 - ;
Proposed ASAGS
system

Fig. 12. Comparing the proposed system and ASAGS systemhwitnan grade

system is effective and efficient. the method saslthe

From theTable 4, the combination of the proposed LSA scored Iwoer result as it based on the semantic
methods they score 82% correlation with the humansimilarity (cotext similarity) deals with the sengny
grade for per assignment. The method calculates thexnd pylosmy where it is laks to the syntactic samiily
result over the answer by giving a result basedhen  mesurment (word order and the character sequeince),
weight for each algorithm. It is obvious the resudte  our approch we compined the poth aspects to ovezcom
scalable between the algorithms from the low to LSA problem wich suffers from the limitations of AS
height. According to all results the weight plays a as a bag-of-words approach.
major rule to produce the results in over the Also our approch out perform ASAGS system
combination methods, where the results shows thebased on the enhanced BLEU method where it used
weight worked to make balance in order to achiéve t tommatch the student answer with limiated number of

best result close to human grades. rfernces inconstract our approch provide unlimitéd
altrinative model answers based on the original
4. DISCUSSION answer according to the number of words synonymy

for in the model answer.

The Pearson correlation style measurement method  This approch althoug is based proven to be better
has been used in evaluation phases the followatge 5 that the others in evalution section it still haveral
shows the system results. aspects to be improved. The grading speed may be

The Table 5 illustrates the results over all affected by the large number of generated model
evaluations, the results shows the efficiency oé th answers when the algorithms of the model answers ar
proposed system. The evaluated proposed similaritybeing tested. The accuracy of the system depends on
matching methods was done by comparing it with huma many factors such as: (i) whether there are p&as t
grade, comparing it with the LSA state of the art cannot be handled by the methods in the tested data
methods that use the same dataset and comparing guch as mathematical equations, (ii) whether théeta
with ASAGS system, where it also use the same datas of the synonym dictionary has been prepared well
using the person correlation style measurementadeth with all the words of the computer subject and) (iii
The experimental results proved that the proposedwhether the system has any weakness in the phrases.
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Table5. Over all evaluations

Per assignment for each student correlation withdru

Student 1 Student 2 Student 3
0.987147 0.951194 0.904179
0.677267 0.888022 0.803992
0.783342 0.87486 0.761867

Per assignment for all student correlation with human

Assignment 1 Assignment 2 Assignment 3
0.804030601 0.823135067 0.823965202

Per assignment for all student comparing the correlation with state of the art method
Correlation between Correlations between the human
proposed system and the state of the art method
with human

0.82 LSA 0.6465

Overall dataset
Correlation between
Proposed system
with human
Correlation %82

Correlation between ASAGS
system with human

Correlation %60

5. CONCLUSION
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