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Abstract: Problem statement: In the present evolution of large scale intern@nmunication,
per flow control scheme faces scalability issue doetremendous number of flows. The
aggregation based approaches such as differenteatddtecture relieve the storage of state of
flows in core router. TCP is the dominating prototwat carries majority of the total internet
traffic. Recent internet traffic measurement shangst of the TCP flows are short lived. The
performance improvement in the internet traffic denachieved by the advantages of scheduling
algorithms to favor short TCP flows first Howevent TCP flows competing against short TCP
flows starve at some poinfApproach: In this study we propose aggregation based scheglul
algorithm namely Guaranteed Dynamic Queue Schegy@+DQS) that estimates the available
bandwidth of the network using the forager bee’seliigence for providing guaranteed
throughput. In addition, G-DQS algorithm is propwst favor the short TCP flows without
penalizing the performance of long flows using dyiascheduling ratioResults: Simulation of the
proposed scheduling method show that mean traniemitisne of flows and packet loss significantly
decrease in comparison with FIFO and RuNZ®nclusion: Proposed forager bee’s intelligence
inspired scheduling approach achieves the guamtieeughput in the large scale network.

Key words:TCP flows, aggregated scheduling, large scale métwdnternet Guaranteed Dynamic
Queue Scheduling (G-DQS), guaranteed throughput

INTRODUCTION FTP applications. These traffics are differentiated
short flows and long flows. Short flows are mainly
An explosive growth in business applicationsgenerated by the delay sensitive applications ssch
using the Internet have resulted in a strong demanWeb, Telnet and VoIP. The long flows are generated
for some notion of reliability or quality of serdc in the internet originate from peer to peer
During periods of congestion or failure, the qualit applications (Raét al., 2005).
of service of all flows is degraded. As a resalt, A flow is defined as a group of packets with a
strong need for service differentiation in the fot@  common set of attributes such as source address,
provide guarantees and/or assuring minimumdestination address, source port, destination gdre
throughput guarantees. existing internet uses TCP as a Transport Control
To provide quality of service Qo0S, the Internetprotocol and FIFO scheduling in routers. TCP is
Engineering Task Force (IETF) has proposed theonnection oriented transport layer protocol that
Integrated Services (Int-Serv) model (Bradstral., provides end to end delivery across the internigty¢;
1994) and the Differentiated Services (Diff-Serv)2001). The studies (Guo and Matta, 2002) shows that
model (Bernetet al., 1999). The Int-Serv model TCP conveys about 80-90% of traffic over the ingtrn
provides per-flow QOS guarantees, but does nolnternet traffic exhibits that most of the TCP floware
scale well with the number of users. The Diff-Servshort, while more than 50% of the flows are cariigd
model on the other hand provides per hop behavioless than 5% of largest flows (Paxson and Floy85)19
based on aggregates (or classes) at the coresautdr Offering service guarantees to existing and
hence scales well at the core routers. emerging applications in the Internet has beenga bi
The internet carries different types of trafficthvi challenge to Internet designers. One of the most
the increased use of peer to peer, Web, TelnetP\ol important mechanisms to provide service guarantees
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(Zhang, 1995) is scheduling. Scheduling determinegjueue or second queue. Packets from the second
the order in which the packets from different floare  queue were not served unless the first queue was
served. Packet scheduling in routers has been anempty. Limitation of this protocol is TCP sequence
active area of research in the last two decades amiimber should start from a set of possible initial
most of the attention has focused on Processoiirgar numbers and would lead to security problems such as
(PS) type of scheduling algorithms. IP address spoofing and session hijacking.

From queuing theory point of you it has been In LAS (Raiet al., 2004), the next packet to be
shown that choosing an appropriate schedulingerved is one belonging to the flow that has rexbihe
algorithm significantly improves the performancetlod  least amount of service. By this definition, LASIlwi
system. The studies (Chen and Heidemann, 2003erve packets from a newly arriving flow until thiatw
shows that short flows should be given highestrjtyio has received an amount of service equal to the amou
over the long flows. The issues in the design of af least service received by flow in the systenobeits
scheduling algorithm are (a) Classification of s$hor arrival. The long lived TCP flows competing against
flows and long flows (Avrachenkowt al., 2004) short TCP flows shows starvation in LAS. LAS redsice
Favoring short flows without penalizing the the loss rate for the short flows and approximately
performance of long flows (c) available bandwidth doubles the loss rate of long flows as comparet thie
estimation for achieving the guaranteed throughput.  loss rate under FIFO. Similarly, a Dynamic Packet

Aiming these issues we propose a Forager bee’Scheduling algorithm (Sureslet al., 2011) was
intelligence Guaranteed Dynamic Queue Schedulingroposed to treat the short and long flows in fair
algorithm (G-DQS) which classifies internet flowdd  manner during the scheduling and avoids the starvat
a short flows and long flows. The G-DQS estimakes t of long flows.
available end to end bandwidth across the link by  Another protocol Context Aware
adapting the forager bee’s intelligence into thenitts  Transport/Network Internet  Protocol (CATNIP)
component of architecture and uses the Dynamicgtack (Williamson and Wu, 2002) requires application
Scheduling ratio to schedule the short and longdlo |ayer information, the web document size to provide

for achieving the guaranteed throughput. explicit context information to the TCP and IP
protocol. While this approach violates the traditb
MATERIALS AND METHODS layered Internet protocol architecture, it enables

informed decision-making; both at network endpoints
Two queue threshold based approaches has beand at network routers, regarding flow control,
proposed (Wierman and Harchol-Balter, 2003) thatongestion control and packet discard decisions.
gives highest service priority to the short flonCH Cprobe (Carter and Crovel, 1996) estimated the
flows are differentiated as short and long flowsigsa  available bandwidth based on the dispersion of long
threshold value and short flows are en queued & onpacket trains at the receiver. A similar approacs w
gueue and remaining long flows are en queueden thtaken in pipechar (Jiret al., 2001). The underlying
second queue. Service priority is given to thet firs assumption in these works is that the dispersiooraj
queue in First In First Out (FIFO) discipline arftet packet trains is inversely proportional to the ke
second queue are only served if the first queue ibandwidth. The dispersion of long packet trainssdoe
empty. This approach reduces the mean transfer timeot measure available bandwidth in a path; instéad,
however leads to starvation of long flows. measures a different throughput metric that isrrete
Bandwidth Adaptive Stratified Round Robin to as Asymptotic Dispersion Rate (ADR).
(BASRR) packet scheduling algorithm has been  Another technique, called TOPP, for measuring
proposed in this study for enhancing quality ofviee  available bandwidth was proposed in (Melaneeal.,
of real-time multimedia applications. Embedded2000). TOPP uses sequences of packet pairs sérg to
Network Processors (NP) has recently emerged witlpath at increasing rates. From the relation betwihen
flexibility and speed to reduce the stress of theer by  input and output rates of different packet pairge can
effectively processing the packets. The main object estimate the available bandwidth and the capa€itiyeo
of this study was to implement the proposed packetight link in the path.
scheduling algorithm in a Network Processor (NP) From the survey, it is revealed that accurately
based router for enhancing quality of service @&l-re estimating the best profitable bandwidth value ésyv
time multimedia applications important for the scheduler to achieve the guasahte
In RuN2C (Avrachenkovet al., 2004), using throughput in the large scale network. The bandwidt
TCP sequence number the packets are put in firgtstimation carried out by the scheduler is considé¢o
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be a typical search optimization i.e., finding timest  throughput. Further, the proposed architecture tises
profitable bandwidth value among the available. G-DQS algorithm to de queue the packets from the

Evolutionary and Meta-heuristic algorithms SFQ and LFQ based on the novel dynamic queue
(Afshar et al., 2007) have been extensively used asscheduling ratio. The proposed G-DQS is based on
search and optimization tools in various problemperiodic rate-controlled streams, rather than wmdo
domains. The broad applicability, ease of use andontrolled transmissions, allowing us to compare a
global perspective of meta-heuristic algorithms ¢@h certain rate with the available bandwidth moreataly
et al.,, 2007) may be considered as the primary reasoand schedules the packets in two queues.
for their extensive application and success asheard
optimization tools in various problem domains. Argon Proposed G-DQS  architecture: Proposed
them, Genetic Algorithms (Jalilzadehal., 2009) have scheduling algorithm G-DQS is suitable across
been extensively employed as search and optimizatiovarying traffic flows. The algorithm uses Dynamic
methods in various problem domains, includingScheduling Ratio Q(r) for the efficient scheduling.
science, commerce and engineering (Ahrerial.,  Here our classification of short and long flow is a
2009). Genetic Algorithms are search and optimiati follows: Short flows are those with the flow sizs$
procedures that are motivated by the principle ofhan the threshold th and otherwise long flowswFlo
natural genetics and natural selection. Fundamentajize is the total number of packets or bytes offline
ideas of genetics are borrowed and used artificiall i, We divide queue into two groups: SFQ and LFQ. If
construct search algorithms that are robust andireq a flow i and its packets to be scheduled are leas t
minimal problem information. Over the last decade,the threshold th then the flow i is inserted in S&@
modeling the behavior of social insects, such &s anif a flow i and its packets to be scheduled islass than
(Ismail and Loh, 2009) and bees, for the purpose ofhe threshold th then the flow i is inserted in LEZp the
search and problem solving has been the context cfrrival of a packet if the buffer if full, a seledt packet
the emerging area of swarm intelligence. will be dropped using buffer stealin (Zhang, 1995).

Honey-bee (Karaboga and Akay, 2009) is amondJnlike Short Flow Highest Priority Scheduling
the most closely studied social insects. Thealgorithms, we use Dynamic Scheduling Ratio Q(r) to
intelligent behaviors of bee swarm such as beeschedule the packets in the two queues. Q(r) dediue
foraging, bees mating, have inspired the reseaschefnumber of packets to be scheduled in each queue.
to develop new algorithms. In a recent work, Blum The Architecture components are explained as
and Merkle (2008) developed an optimizationfollows.
algorithm based on the honeybee marriage process. ] )
Honey_bee mating is considered as a typ|ca| SwarmC|aSS.|f|er: On arrival of a paCket p from flow i the
based approach to optimization, in which the searciglassifier uses the threshold value th to each giamid
algorithm is inspired by the process of marriagesil  dispatches it to the proper queue.
honey-bee.

Another important behavior in Bees colony is
Foraging concept. Foraging behaviour of Artificide
System (Bonabeatet al., 1999) is relatively new
member of swarm intelligence. It tries to modelunak
behavior of real honey bee in food foraging. Hobeg  Controller: Controller is the soul of G-DQS. It
uses several dancing methods to exchange informaticcalculates dynamic scheduling ratio Q(r) for thehea
about location and profitability of food source.idh round based on the packets (packets) in two quede a
food searching bee’s behavior is a good candidate f commands scheduler to schedule the number of macket
developing new intelligent search algorithms. I® th in each queue. It consists of a State Variable @wun
bee’s foraging behavior, the best profitable foodree  DCI. The counter is initialized with the total nuertof
can be found using the collective intelligenceafier  flows in SFQ. Whenever the scheduler schedules
bees. In similar way, the best profitable bandwidthpackets from SFQ, the Q(r) value is decrementegh fro
value can be found from large solution space byDCi. The controller makes decision according te th
mimicking the foraging behavior of honey bees. information that other components report.

In proposed G-DQS architecture, bee’s foraging
intelligence is adapted into the monitor comportent Scheduler: The scheduler decides the service order of
find the best profitable bandwidth value for cadting  packets in two queues according to the Controller’s
the admissible flow to ensure the guaranteeccommand.
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Adapting forager bee’s intelligence for finding the After each Forager Agent (FPAexecuted the step
profitable bandwidth measure: (3), it sends the computed FRN(dy) to the Onlooker
Input: All the flows in the SFQ and LFQ and it is Agent (OA). After receiving the profitable bandwhdt
denoted by Flow List (FL) = {FL1, FL.., FL, }. measure from each agent ([FAit selects the best

profitable final bandwidth measure.
Output: Profitable Bandwidth measure that provides According to the above algorithm, selected proida
the best throughput. bandwidth measure of OA is used by the Monitor
component to find the admissible flow Fmax as feio
Algorithm:
Calculation of Fmax: Conceptually, G-DQS
« Initialize the flow list by choosing the random attempts to bound the instantaneous throughput of
policy on the current flows in the SFQ and LFQ. flows on an edge-to-edge basis to less than BWag.
«  Onlooker Agent (OA) in the Monitor initiates the Fmax represents the maximum number of active
Forager Agents (FA corresponding to the number flows which is to be scheduled on the edge-to-edge

of flows in the FL. path without sacrificing the QOS.
« Each Forager Agent on its assigned flow does the To derive Fmax, an edge router first computes
following the predicted Flow Completion Time (FCT) and the
« Each FA receives the flow data size Jdas throughput for a flow with no packet loss. Thuse th
reinforcement from the OA FCT of a short flow with size ;Scan be computed

«  Each FAapplies the following fitness function to find USing the Eq. 5:

profitable bandwidth measure on its assigned flow

FCT=C+ DTx

FA, sends its dto destination host and receives the ECT=15x RTT+ Iog[ sf }x RTT (5)
acknowledgement at time point,. t The initial MSS
bandwidth measure can be computed using the
following Eq. 1: where, Cis the time for connection establishment with
the three-way handshake, DTx represents the data
transmission time, MSS is the maximum segment size
(t —tey) and RTT is the estimated end-to-end round trip time

Besides the computation of Eq. 1, the FCT for short

FA, applies the smoothing filter called lived flows can also be gathered at the edge router

Exponential Weighting Moving Average (EWMA) through passive monitoring.

IBWei(d) = o 1)

on the initial bandwidth measure (IBW(dy)) to find With § and FCT, the throughputTcan be
the final bandwidth measure (FBM(dy)) using the Computed using the Eg. 6:
following Eq. 2:

_5 x(MSS+ H) ©)
FBM,, (d,) = 1BW,, (d._) ) " FCTxMSS

* B + IBWFAi(dk) * ( - [3) . . . .
where, H is the estimated header size. Thus, thé@ra
Rumber of active fast admitted flows on an edgedge

where, value is chosen based on the current status i .
path, Fmax, can be computed using the Eq. 7:

the network. It is computed as shown in the Eqn8 4
If IBW gpi(dy) > FBMgai(d.1) then:
_BW, BW, xFCTXMSS

Fona )
g = EMe (Aa) 3) T §x(MSS+H)
IBM, (d))
G-DQS algorithm: This algorithm is implemented by
Else if IBWeai(d) < FBMgai(dk.1) then: the scheduler
IBM ., (d,) Begin: Differentiate TCP flows as short flows and long
FA \M k

(4) flows using threshold th and insert in two queuE®S
and LFQ respectively.
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S: SFQ. If the condition is not satisfied then the nalue
e Calculate number of flows in SFQ = of Q(r) and Fmax will be calculated for the neximd.

LBSFQ(T) and number of flows in If Q(r)>Fmax then the flows in the SFQ are
scheduled using the calculated value of Flas

© LFQ= ZileLFQ(T) condition Q(r)>Fmax indicates that the number ov§
» Initialize a State Variable Counter D) = is to be scheduled is more than the number of fltows
SFQ :Z” Bro(T) be available on the edge to edge path. This isetetd
i=1

) ) ~_provide a guaranteed throughput because when more
* Calculate Dynamic Packet Scheduling Ratio Qfiows are scheduled than Fmax the packet loss sccur
B i”:lBSFQ(T)+Zi":lBLFQ(T) and requires the retransmission of flows. This cedu
(N QR)= "B, (1) the mean transmission time and throughput .Hence
. -i=1 TR _ number of flows are scheduled in SFQ is Fmax. Qrin
* Estimate the available bandwidth BWg on thethjs period flows are scheduled only from SFQ aatl n

edge to edge path using Eq. 2 in LFQ. The G-DQS gives priority to short flows whe
* Using BWg calculate maximum number of the available bandwidth is minimum compared to the
flows to be on the path Fmax using Eq. 5 flows to be scheduled. The condition [} <Fmax is
If Fmax>Q(r) and checked whenever the packets are scheduled in BFQ.

o If Z'n:lBLFQ(T) =0 thenflows scheduled in the the condition is not satisfied then the new valti©()

. Fmax will be calculated for the next round.
queue LFQ = Q(r) elsiows scheduled in the 3 ; : . :
queue SFQ =)(r) and flows scheduled in the This dynamic changing behavior of Q(r) is the

queue LFQ =1 main difference between our approach and oth_er
«  Perform DG(r) = DG () - Q(r) threshold approach. The Q(r) always changes aguprdi
: AR _ to the total number of flows in the two queues.sThi
» The main observation is: DG-1)-Q() = adaptive ratio Q(r) significantly improves the
DG performance than the constant packet schedulirig rat
* I DCi (> Q(r) thenreturn to D: elseeturn o 504 jn QSPS (Paxson and Floyd, 1995) algorithre. Th
S: for the calculation of Q(r) anBWg for the results shows that short TCP flows are treatedowith

it Ema Sg)((:)rgzgd penalizing the performance of long TCP flows.
X :
« If 3" Bio(1)= 0 thenflows scheduled in the RESULTS
queue LFQ = Q(r) elsiows scheduled in the
queue SFQ = Fmax The practical networks normally will have many
«  Perform DG(r) = DG (r) -Fmax bottleneck links interconnecting the router. Heribe,
« The main observation is D@-1)-fmax proposed G-DQS is tested for their performancehén t

« If DC; ()> Q(r) thenreturn to D: elseeturn to network topology.with multiple b_ottlene_ck Iinks. ish
S: for the calculation of Q(r) and BWg for the model is shown in Fig. 1. In this configuration TCP
next round sources traversing three bottleneck links and
End terminating at R3. The routers also shares thescros
traffic. The bottleneck link capacities are 50Mbps,
30ms and other sources are connected with 10Mbps,

A state variabl t is initialized with .
state variable counter DE) is initialized with @ 5 1\ 40 e fofer to the packets that belonging

value of total number of flows (packets) in the rsho .
flow queue SFQ. The dynamic scheduling ratio Qgr) i "€ TCP connection as a flow.

calculated from the number of flows in SFQ and LFQ. ~ For studying the performance of Guaranteed-
Maximum flows to be available on edge to edge patfPynamic Queue Scheduling  (G-DQS), we test the
are calculated using By(k) and Fmax. If Q(r)<Fmax fqllowmg relations with the other protocols likért in
then the flows in the SFQ are scheduled using th&irstout (FIFO) and RuN2C.

calculated value of Q(r) The Q(r) value of floase Figure 2 Depicts that G-DQS reduces the mean
scheduled in SFQ and one flow is scheduled in LFQtransmission time of flows by treating long flows
This approach is continued until total number ofvé  fairly. The transmission time of a flow is time énval

in the queue SFQ becomes zero and then LFQ istarting when a first packet leaves a server amlihgn
completely scheduled. The condition D@ <Q(r) is when a last packet of flow is reduced by the
checked during whenever the flows are scheduled igorresponding client.
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Fig. 1: G-DQS Architecture 10
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It is evident from the figure that G-DQS approach
reduces the mean transmission time compared to the
simple FIFO and short flow highest priority schedgl
The transmission time of RUN2C almost same upéo th
threshold and G-DQS approach improves the
performance for long flows. Figure 3 shows the mean
transmission time of short flows. It indicates tllag¢
mean transmission time of flows with flow size less
than the threshold under G-DQS is almost the same a 1 0 <0 250 00 1000
that under RuN2C. But G-DQS shows better Flow sixe (packets)
performance for short flows larger than the thrédho
From Fig 4 we observe both G-DQS and RuN2CFig. 3: Number of flow Vs mean transmission time
significantly reduce the mean transmission timeradrt

GO
-

Mean (ransmission lime (scc)

flows compared with FIFO. As RuN2C follows strict _
short flow priority scheduling, the mean transnassi i . —— G-DQs
time of short flows is minimum under G-DQS. Figre = ~ T7*7 RuN2C
Depicts comparison of Constant Q and Dynamic @(r) i = .| = '+ FIFO U
terms of the mean transmission time of numberayird| 2 SR -
using various constant Packet Scheduling Ratioegalu é 1 __r_,-" T l
When Q =1 increases the mean transmission time of% S A== |
large flows because the packets in two queues are= 0.5 .—-——/
served with the equal priority. §
When Q value is increased to 5 the mean trangmissi 0 : . . :
1 5 10 15 20 25

time reduces up to the threshold value th andrici®ases
during large TCP flows. But the Dynamic Q(r) dese=a
the mean transmission time during large TCP floltee
mean transmission time is almost same up to tkshibtd  Fig. 4: Number of flow Vs mean transmission time
when Q =5 and in G-DQS. This shows G-DQS algorithm
treats short flows fairly without penalizing the Figure 7 shows throughput of flows by the number of
performance of long TCP flows. received packets per seconds (counting every 10 sec

Figure 6 shows the number of packets droppedVe can see that the throughput of FIFO decreases
for the various flow sizes. It is evident from the suddenly during simulation period between 100 and
figure that short flows of size less than 40 paske 150 sec. This is because The FIFO and Ru2Nc
not experiences packet loss in G-DQS, whereas foapproach schedules the packets not considering the
the similar size of flows FIFO experience packetlarge flows but in G-DQS packets are scheduled from
loss. The packet loss is less in G-DQS compared towo queues. Hence large flows are also gettingicerv
RuN2C for the large flows because of adaptivein addition to the short flows. This reduces thekgd
nature of the scheduling ratio used in G-DQS. loss in large flows.
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10 throughput of proposed G-DQS is almost constant and
it provides the guaranteed throughput.

DISCUSSION

The G-DQS avoids the starvation problem as
shown in RuN2C because G-DQS schedules the packet
both in short flows as well as long flows basection
bandwidth measurélhis measure is estimated using
swarm intelligence inspired honeybee’s foraging
behavior which provides the optimum profitable
0 bandwidth compared to the other existing technigues

1 10 50 250 500 1000 The proposed method reduces the mean transmission

Flow sixe (packets) time and also packet loss compared with the other
i , ) techniques as it uses the forager intelligencealdd
Fig. 5: Comparison of constant Q and dynamic Q(r)  gnows  that throughput ~ does not change rapidly

throughout the simulation time and it is almost

(3%

Mean transmission lime (sec)

S constant.The proposed scheme is an aggregated flow
o 125 ——G-DQS scheduling and hence it can be adopted for largke sc
E --4--RUN2C network.
£ 100 -~ FIFO
3 i CONCLUSION
:& 75 A -

E 3 o~ Scheduling has been known for several years and
—“;’ ¥ L ‘."’" attention has been given to use scheduling for the
& s P Wis & packet switched networks. In this study we preskate
T v Forager bee’s intelligence inspired Guaranteed-
0 o—eB e—a—ert Dynamic Queue Scheduling approach namely G-DQS
1 10 50 250 500 1000

to improve performance of short flows without
penalizing long flows much. Unlike other scheduling
approaches, the TCP flows are scheduled with a
Dynamic Packet Scheduling Ratio Q (r) and with

Flow sixe (packets)

Fig. 6: Number of flows Vs packets dropped

100 accurate bandwidth estimation using forager bee’s
——G-DQS intelligence. This approach decreases the mean
piapoges o transmission time and packet loss of flows compared

B _ with the other protocols like FIFO and RuN2C

scheduling. This algorithm can be deployed in edge

- router without complexity.
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