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Abstract: A data grid is compose of hundreds of geographiddilstributed computers and storage
resources usually locate under different places emables users to share data and other resources.
Problem statement: Data replication is one of the mechanisms in margagdata grid architecture that
receive particular attention since it can proviffecient access to data, fault tolerance, reduczss
latency and also can enhance the performance ofytstem. However, during transaction deadlock
may occur that can reduce the throughput by minirgizhe available resources, so it becomes an
important resource management problem in distribstestemsApproach: The Neighbor Replication

on Grid Deadlock Detection (NRGDD) transaction midues been developed to handle two deadlock
cycle problems on grid. By deploying this methdee transactions communicate with each other by
passing the probe messages. The victim messag®edmms used to detect the deadlock when the
number of waiting resource by other transactiomighest and become as the cause of deadlock
occurs. In addition, this transaction must be aubrto solve the problemResultss NRGDD
transaction model are able to detect and solve thareone cycle of deadlockSonclusion: NRGDD

has resolve the deadlock problem by sending thémmim number of probes message to detect the
deadlock and it can resolve the deadlock to enghee transaction can be done smoothly.
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INTRODUCTION are more complex than distributed computing even
though it is quite similar to normal distributed
Data grid (Muruganantharet al., 2010) is the computing. Distributed computing refers to managing
solutions that enable especially researcher to tftekde  hundreds or thousands of computer systems that are
research on their specific fields. The researctar c individually more limited in their memory and
know the latest issues that has been done by oth@rocessing power (Sashi and Thanamani, 2010).
researcher according to their fields of researath@as However, grid computing concentrates on the efficie
method, technology, application and etc that hanbe use of a pool of heterogeneous systems with optimal
used in enhancing the research fields. The congkept workload management.
the computing grid arose from the need to share The major problem on grid environment is data
computing power, mostly for the jobs that use realy = management. In grid computing, there is no linati
data sets as input (output from scientific experitRe  on the number of users, departments or organization
(Noraziahet al., 2009; Radgt al., 2008). Consequently, Besides that, the size of the data managed byglats
the primary design of data management tools fad griis continuously growing (Peret al., 2010). In Data
computing was used to manage read-only data sets. @rid, when a user requests a data, a large amdunt o
data grid is composed of hundreds of geographicallppandwidth could be spent to send the data from the
distributed computers and storage resources usuallserver to the client. Furthermore, the delay inedlv
located under different places and enables usesisaie  could be high (Bsouét al., 2010). Data grid not only
data and other resources. The required for datis gri deals with efficient management but it is also sledth
because of the data is being produced at a tremmsndothe placement and replication of large amountsatd.d
rate and volume especially from scientific expentse Data replication (Slei¢t al., 2007; Norazialet al.,
in the fields of high-energy physics, molecularking, = 2007) is one of the technique or key componentiaia
computer micro-tomography and many others (Ahmadyrid to increase availability and reliability ofetdata.
et al., 2010a; 2010b). The grid computing requirementBesides that, replication method can increase the
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system scalability, performance and fault toleranceequest to get a data. If the data is available, th
(Fauzi et al., 2011; Mohammed, 2007). To speed uptransaction that make a request will get a locktlfat
data access for data grid systems, data can hieatypl data, otherwise it will wait until the data is uckoor

in multiple locations, so that a user can accesgdfiia released then it can be acquired again. In thimtdn,
from nearby locations (Sashi and Thanamani, 2010} deadlock may occur in which every transaction
Furthermore, replication can reduce access latencynvolve in the deadlock are waiting to grant théada
improve data locality, increase robustness, sdiélabi that has been lock by other transaction that make a
and performance for distributed applications (Retdi circular wait until an action is taken to detectdan
al., 2008). Organizations need to provide currera tiat resolve deadlock problems. Deadlock can reduce the
users who may be geographically remote and requesitroughput by minimizing the available resourcesijts
distributed data around multiple sites in data gridbecomes an important resource management problem in
(Ahmad et al., 2010a). A data grid is composed of distributed systems (Srinivasan and Rajaram, 2011).
hundreds of geographically distributed computerd an There are two major deficiencies in deadlock wizare
storage resources usually located under differmes  other process cannot grant all the resources tidtly

and enables users to share data and other resourct®e deadlocked processes and the deadlock perssten
Replication strategies determine when and where ttime will added to the reaction time of each prsces
create a replica, taking into account of the factrch involved in the deadlock.

as request _nur_n_ber of the data, network conditions, In this study, without lost of generality the term
storage availability of nodes, etc (Pemizal., 2010; nodes is used to indicate as transaction for the
Sunetal., 2009). explanation. The new model namely Neighbor

Read-One-Write-All (ROWA), Branch Replication Replicati . i !
i ; o tion Grid Deadlock Detect NRDGG) (&n
Scheme (BRS), Hierarchical Replication Scheme| Hyoonor o Deadiock Ferection ( ) (

(HRS) and Neighbor Replication on Grid (NRG) are th al., 2011b) is proposed to detect and solve the dekdlo

2 L . NRGDD model is formed by combining the Multi-
example of existing replication techniques. In ROWAC le Deadlock Detecti d R MC2DR
technique (Norazialet al., 2010) read operation has ycle Leadloc etection -an ecovery ( )

low communication cost. Meanwhile, this techniquealg|Or|thm (Razzaqueet al., 2007) and Neighbor

restricts the availability of write operations snthey Repl|c§t|on on Grid (NRG) replication mode-l
cannot be executed at the failure of any copy. ke (Noraziahet al., 2009). NRG has been proposed in
technique (Perezt al., 2010), the clients that who our_pre.v.|ous_work. NRG ableT to maximize the write
request for the data file, the replicas are createdose ~ availability with low communication cost due to the
as possible to them. The root replica grows towaed ~Minimum number of quorum size required. However,
clients in a branching way, slip replicas into satsub  the study not discuss on how to resolve the de&dloc
replicas (Ahmad et al., 2010c; 2010d). In this detection. The purpose of this research is to show
technique, the replica tree will be growing based o how the new algorithm can detect the existence of
the client needs. In HRS technique, a hierarchicateal deadlock and resolve it through the NRG
replication consists of a root database serverara replication model.

or more database servers organized into a hierarchy

topology (Perezt al., 2010). Using this technique, the MATERIALSAND METHODS
data will be replicated or copy at all sites and Hze
highest storage of use. Neighbor Replication ordGri Deadlock occurs when different set of transaction

(NRG) considers only neighbors obtain a data copyvaiting for each other to obtain the same resouhees
where the neighbors are assigned with binary vote o the transaction become stuck. This part descritR& N
and zero otherwise (Ahmaet al., 2010c; 2010d). peadlock Detection (NRGDD) transaction model
NRG requires significantly lower communication costhich involves T as a transaction, D is the unibmlb
for an operation, while providing high system gata object manages by all transaction T of NRGxand
availability, due to the minimum number of quorum represents one data object (or data file) in D éo b
size required executing the transaction (Norazgh . jified by an element of J T, T,, T; and T,

al., 2009). L Consider A = a, B, v, 8, 6 where it represent different

In replication, the concurrency control and for th . hil )
deadlock (Senoucket al., 2007, Mohammed, 2007) group for the tran;actmn T. Meanwhile, PM is atgro
handling is the most important problem that musteha MeSsage. It contain a set of probe messages wiere P
manages when sharing any data in distributed sgstem= {InitiD, VictimiD, DepCnt, RouteSring}. Table 1
The lock mechanism is use when the transaction makghows the probe message details description.
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Table 1: Probe message Each node or transaction has a probe message
Probe message Descriptions storage structure also known BRsobeS, at most one
InitID Ct?r::]amsl thetlr:ientlty of initiator probe message will be store @mobeS at particular

(o) e algorithm i i T .
VictimID A node or transaction that detects the time. The history obrobeS is independent; when the

deadlock sends the victim message to deadlock has been de_tected the probe messageésiera
the node or transaction that cause of  {rom ProbeS. Meanwhile, transactiom;,py that detects

deadlock occurs. This node will be the deadlock send a victim message to the traosacti
victimized for deadlock resolution. found to be victimized for the deadlock resolution.
DepCnt The number of successor represent as y/ictim message will be used for deleting probesrfro
a node or transaction which is waiting . -
for resource. respective storage entries.
RouteString The node or transaction IDs visited NRGDD transaction model consider different set
by another node's (transaction’s) of transactions J Tp, T,, T; and T,. All elements T,
probe message in order. Te, T,, Ts and T, may request data object x
simultaneously at any site of S(B) either at th@ear
different site. Each set of transactions commueicat
TIE-R. B T\ PM with each other by message passing. Each of themg br

the elements of probe message or PM where PM =
{InitID, VictimD, DepCnt, RouteString}. At most one
probe message will be store in probe stor&gebeS.

An illustration example: Let us illustrate the working
of new algorithm for detecting deadlock, through an
example.

Consider the situation shown in Fig. 1. A differen
set of transactions,I Tg, T,, T; and T, request a lock
from a set of sited where S(B= {A,B,C,D,E}. Each
site contain replicated of data If the transaction of
T pmget lock from site € S(By) and other transaction
will get lock from other site € S(B,) | j # 1.

Fig. 1: Different set of transaction request aeiéht site Each sites i€ S(B,) has its own Lock Manager

(LM) that process a request for a lock from the

Define the following probe message: transaction either the lock can be granted or hhe

a)

b)

c)

d)

e)

lock is granted immediately when it is free othesmyi
NRG transaction element3, = {Tupu | the lock manager will send a reject message to the

PM=1nitID, VictimiD, DepCnt, RouteString} requesting transaction or node ID, then insertsitd
where T, puis a probe message elements ofthe waiting list for the lock. Each node is uniguel
T transaction. identified by its {site id: process id} pair andrfthe
NaRG transaction elementS, = {Tjppu | simplicity of explanation a uniqgue number has assig
PM=InitID, VictimlD, DepCnt, RouteString} ~ Using integer numbers (0, 1, 2, 3, ..., n) toralh$action
where Ty pvis @ probe message elements ofor node. The transactions or nodes will create efés
Tjtransaction. of probe messagelnitiD, VictimlD, DepCnt and
NRG transaction elementd, = {Txpw | RouteString), TA = {T Ax, PM | PManitID, VictimID,
PM=1nitID, VictimlD, DepCnt, RouteString} DepCnt, RouteString}.
where Txpmis @ probe message elements of
T,transaction. Implementation: In this phase, we present the
NRG transaction elementd; = {Tspm | implementation of the system. The purpose of this
PM=InitID, VictimlD, DepCnt, RouteSring}  implementation is to illustrate that our system can
where T, pvis @ probe message elements ofdetect and resolve deadlock problems. This phaie wi
T,stransaction. detect two existing cycle of deadlock, for the poes
NRG transaction element3, = {Tppu | research one cycle of deadlock has been detectad (Z
PM=InitID, VictimD, DepCnt, RouteSring} et al., 2011a). In implementation phase, based on the
where Ty pvis @ probe message elements ofNRG model we use a cluster with nine replication
Tetransaction. servers that are logically connected to each dthére
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form of two-dimensional 3x3 grid structure. Data In forwarding the probe message to other nodes,

objecte in this experiment represent the data obydat 3 node must check the emptiness offitsbes first.

replicate to each site that adjacent with site Eictvis DepCnt value when itsProbeS is empty. If this

site B, D, F and H. Without lost of generality, div ; i i et
different set of transaction,ITs, T,, T; and T, come to Bzdg;Dve;ﬁZ;Izrzlguhec;ét?;r\llvg;loleﬁg(ﬂz ?Dndan d
update date at replica B, D, E, F and H in the absence P he .

DepCnt values respectively; otherwise the values are

of system failures shows in Fig. 2. . '
Without lost of generality assume that eaChkept intact. Before forwarding thgrobe message to

transaction as a node that brings the probe messag%I successor’s (the nqde that it’_s waiting) of this
Each node of transaction has its own node ID (@, B, node, probe’s RouteString field is updated by

4). Figure 3 shows that each transaction waiting foqppending this node’s “? at last of existing string
each other to obtain the lock. Node Qu Auo.0.1:0 has (i.e.,, concatenate operation). One copy of updated

initiated the lock that waiting for another nodede 1. probe mes.sagle is saved I?robe-S-o.f this node.-For
Node 1, Te puo.1.2-01iS Waiting for node 2 and 3, node example, in Fig. 3 node 0 rlaf |n|t|.ated executiod a
3, Tepmorz0z) S Waiting for node 2 and node sendprobe m(?ssage (Q,O,l, 0" to its successor.node
2, Tsepro.2012) IS Waiting for node 4. py(o.120124) 1. As node 1'ProbeSis empty andDepCnt value is
where it's waiting for node 1. 2, |t_ _has updated theprope message, stored the
modified probe (0,1,2,“01") in ProbeS and forwarded

to its successors 2 and 3. Nodes 2, 3 and 4 haletegp
only the RouteS field of the probe message and
forwarded to their successors.

Deadlock is detected whétouteString of node 4,
ToePm(0,1,2701247) Prefix with node 1, e pmo,1,2701 that
start with “01”. The probe message discards by the
node that has detected a deadlock. Deadlock cyale ¢
be detected at any node when the travelled path of
probe message makes a dependency cycle.

Deadlock is resolved by aborting at least one
node that involves in deadlock, hence other node ca
get the lock that has been released. In resolMiigy t
the node with highedDepCnt value has selected as
Fig. 2: Different set of transaction request to agpd the victim and its will sends a victimessage to all

data e at different sites successors. If the detector node is not the iwitjat

also sends the victim message to all simipliycked
(node that is blocked but not a member of deadlock
Toe pvo,107 Toemuot2m) Ty pyopo0mn cycle) nodes. On receiving of this message, the
victim node first send it to all of its successors or the
resources that is waiting for and then releases all
locks held by it and killed itself, other nodes etel
deadlock detection message from thddrobeS
memories.

In Fig. 4 shows one deadlock cycle have
detected. Node 1 got back its forwarded preing
detected one deadlock cycles {1, 2, 4, 1}.Meanwhile
Fig. 5 shows the second deadlock cycle has detected

T, pmt

Treavos2or RETURLER Node 1 got back its forwarded prolamd detected
one deadlock cycles {1, 3, 4, 1}.
Fig. 3: Different set of transactions wait for eaather Based on the Fig. 4 and Fig. 5, there are two
to update data e cycles of deadlock that send probe message to hode
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Table 2: Result for two deadlock cycles detection

Tsepnio12 0127) Reoli
eplica
o TBEP.\I{D.I.E."UD-&"‘J Time B D F H

t1 unlock(e) unlock(e) unlock(e) unlock(e)
t2 Begin_tran Begin_tran Begin_tran Begin_tran
saction saction saction saction
t3 Write Write Write Write
TB;P.\ILD:L: 017 lock(e), lock(e), lock(x), lock(x),
counter _w counter _w counter _w counter _w
=1 =1 =1 =1
t4 Wait Wait Wait wait
t5 Tpe.PM0,1,2 Tse,Pm(0,1,2 ToxPMO,1,2” Tox,pm(0,1.2”
Fig. 4: First cycle of the deadlock Propagate e H * Propagate
lock: F lock: F
t6 Propagate Wait Wait
lock: D
Toe par0.1.2 701347 7 Wait Propagate
lock:H
t8 Propagate
lock: B
t9 Receive Receive
request request
from H from D
and
propagate
lock: B
t10 Receive
2" request
from H
1
TB;P}ILD:l:_‘-;:Dl“) T-_--;P.\Iul1=_‘-=“013“) Table 3: Result for deadlock cycle resolution
Replica
) Time B F H
Fig. 5: Second cycle of the deadlock t1 unlock(e) unlock(e) unlock(e)
t2 Begin_tran Begin_tran Begin_tran
saction saction saction
: t3 Write Write Write
Howev_er, only one cycle will be detected as deddloc lock(e), lock(e), lock(e),
cycle, if the probe message of deadlock cycle #12, cgunter _w clounter _w 1counter_w
is receive first then from the node 3 is discardedlice 4 Wait Wait wait
versa. So, consider that Fig. 4 is the cycle ofdtbek 15 The.pmo,1.1” Toepmo.1” Trepmo.1”
that must be solve when the cycle in Fig. 5 ha:mbee ?:alr)opagate OlIZD)ropagate 0123P)ropagate
discarded. Node 1 has detected as a victim bedause lock:F lock: H lock: B
; T t6 Wait wait wait
has the highedbepCnt value amongst the members in t7
any of the cycles. And to resolve the deadlock Detect deadlock
detection, node 1 as a victim killed itself or abdhe gvhichsis'
lock and released it to another nodes. Node 1 tisheo braf with
initiator, so it has also sent the victimessage to TBe,PM((jO,l.'Z,”tql”)
. , Sena victim
simply blocked node 0. Nodes 4 stop further message:
i icti Tge.pm(0,1,2.01%)
propagation of victinmessage. 8 Receive e
Victim
message Stop
RESLJLT AND DISCUSSION t9 Propagate propagate
victim victim
message: . message
In implementation, there are two cycles of deakloc t10 E.F v?c?icrﬁlve Vi?t(ien(”:lelve
has been detected. However, only one cycle will be message message
solved and other cycle will discard. In the expenmn 11 abort or
will consider that cycle in Fig. 4 is first recaig probe Tpe,PM(0,1,2,/01%) _
message than Fig. 5. The Table 2 shows the refstieo ™12 RBe'eased' oopait to Release: H

two cycle deadlock that has been detected.
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In Table 2 present that Fig. 4 will be solve aigl B
will be discarded. At t9 the replica B receivesuested
from replica H first after F requested for H thent¥0
replica B receive request from H after D requefbed.

Ahmad, N., M.F.J. Klaib and R.M. Sidek, 2010c.

Failure semantic of neighbour replication grid
transaction model. Proceedings of the 10th IEEE
International Conference on Computer and
Information Technology June 29-July 1, IEEE

When cycle of the deadlock has been detected, the
resolve strategy will be applied. Table 3 shows the
results to resolve the deadlock cycle. At t5, nédom
replica H send probe message to B. Detect deadfock
detected when RouteString fromeFuo, 1, 1, "01237iS
prefix with Tge,pm (0, 1, 2, 701 Which is “01”. Replica B
receive victim message from replica H and it will
propagate victim message to replica E and F ariccaep

F V\./i” stop propagate the victim message to_ other data grid. J. Network Comput. Appli. 34: 575-580.
repllca. Then at time t11 the node :LS,JM(OV 1,2, "01")W|” DOI: 101016/_]]nca201012006

be abort and killed. The lock at replica B will be Fayzi, A.A.C., A. Noraziah, N.M. Zain, A.H. Beg and
released at t12. Other node of transactions carest@ N. Khan et al., 2011. Handling fragmented
lock from replica B. Finally, the NRGDD can resolve database replication through binary vote
deadlock cycle after the cycle of deadlock hasalete assignment grid quorum. J. Comput. Sci., 7: 1338-
1342. DOI: 10.3844/jcssp.2011.1338.1342
Mohammed, T.S., 2007. Performance improvement and
deadlock prevention for a distributed fault
diagnosis algorithm. J. Comput. Sci. 3: 107-
Managing transaction in distributed databases is 112.DOI:10.3844/jcssp.2007.107.112
important in order to ensure the transaction casuoc Muruganantham, S., P.K.Srivastha and Khanaa, 2010.
properly. The novel contribution of this study is a  Object based middleware for grid computing. J.

mechanism to handle two deadlock cycles problem by CD:OOrIT']Egt3844/jcss§C2L010 336 ??4 336-340.

using Neighbor Replication on Grid Deadlock Noraziah, A.. M.M. Deris, M.Y.M. Saman R.
Detection (NRGDD) transaction model. Normally, the  Norhayati, M. Rabiei and W.N.W. Shuhadah,
deadlock occurs when transaction in different det o 2009. Managing transactions on  grid-
transactions request the same resources that diyain neighbourreplication in distributed systems. Int. J
another transaction. NRGDD has resolve the deadlock Comput.  Math.,, 86: 1624-1633. DOI:
problem by sending the minimum number of probes  10.1080/00207160801965198

message to detect the deadlock and it can resbeve tNoraziah, A., M.M. Deris, N.A. Ahmed, M.Y.M.

deadlock to ensure the transaction can be done Saman an_d R. Norhayagt aI.,_ 2007. Prgserying
smoothly. data consistency through neighbor replication on

grid daemon. Am. J. Applied Sci. 4: 751-758. DOI;
10.3844/ajassp.2007.751.758

Perez, J.M., F. Garcia-Carballeira, J. Carretero, A
Calderén and J. Fernandez, 2010. Branch
replication scheme: A new model for data
replication in large scale data grids. Future
Generat. Comput. Syst.,, 26: 12-20. DOl
10.1016/j.future.2009.05.015

Radi, M., A. Mamat, M.M. Deris, H. Ibrahim and S.
Shamala, 2008. Access weight replica consistency

Xplore Press, Bradford, pp: 668-673. DOI:
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Ahmad, N., A.N. Abdalla and R.M. Sidek, 2010d.Data
replication using read-one-write-all monitoring
synchronization transaction system in distributed
environment. J. Comput. Sc. 6: 1033-
1036.D0I:10.3844/jcssp.2010.1095.1098
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