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Abstract: Problem statement: Information Privacy Engineering (IPE) is the fidldat studies the
protection of privacy in information and communioat systems. The theoretical, technological and
applications aspects of IPE require a framework flravides a general view and a systematic
structure for the discipline’s topics. This studgalisses certain characteristics of such a framewor
and proposes enhancing and strengthening its steu&pproach: Several important problems and
their solutions are presented through recastingasfie current proposed approaches to Personal
Identifiable Information (PII) definitions and hdiy. Results: A new framework is presented that

is based on flow-based model, along with generierations performed on PIConclusion: This
study shows that the flow-based model can provid&ucture that complements current efforts to
develop a framework for IPE.

Key words: Conceptual model, information privacy, informatiogsecurity, privacy-enhancing
technologies, Information Privacy Engineering (IPB)ersonal Identifiable Information
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INTRODUCTION adopt this approach are doing more than

. . o storing up information they are also storing up
Progress in Information and Communication problems for themselves as public concerns

Technology (IC.T)_is rapidly transformjng spciety in over privacy grow, privacy issues rise up the
ways that intensify interactions among citizensimesses political agenda and legal sanctions for

and government. IC'I_' has witnessed fast de_velo_pnimznts privacy violations increase. [ltalics added]
storage, processing and communication of

information at unprecedented speed and volume.  aqgitionally, the introduction of stronger privacy

These developments have allowed for a greatlyaws and regulations and standards, reports of-high

increased volume of collected personal data and thgrofile privacy failures and increasing public cents

capacity to manipulate information. Governmentshave built a case for enterprises “to take privacy

and companies have been quick in applying ICT toseriously” (Marstet al., 2008).

enhance their functions and services. The capaaity Consequently, as could be expected, privacy has

assemble this information for commercial andbeen developed over the years as a relevant field o

government operations represents a great risk tetudy in engineering systems. According to

privacy, as in the areas of handling of PersonaBpiekermann and Cranor (2009):

Identifiable Information (PIl) using data mining ItA

Saidi et al., 2009) (Masromet al., 2011). Surveys Privacy is a highly relevant issue in systems

indicate that privacy has persisted as an issue tha engineering today. Despite increasing

causes concern among individuals and fear among consciousness about the need to consider

consumers (HealthcareTechnologyNews, 2010), privacy in technology design, engineers have

(Greene, 2009), (Tsait al., 2011), (Roberts, 2005), barely recognized its importance

(PAB, 2005). According to Marstt al. (2008):

IPE is proposed as an approach that integratescyri

Many information systems are designed to into the development of a project to ensure thatapy
collect and store all available data, because protection is taken into account. This integratomers all
filtering and selecting takes more effort and phases of the system: planning, design, testirggatipns,
the benefits of investment in the system may  maintenance and periodic reviews (Booz Allen, 2010)
grow if new ideas to extract value from data  |PE is concerned with privacy policies, compliance
emerge in the future... But organisations that mechanisms and technology.
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The need for privacy engineering will be escafatin for privacy engineering that ‘“integrates existing
substantially in the coming years as federal agsnci research to provide engineers a clear roadmap for
increasingly turn to Internet-based cloud computimg building privacy friendly information systems”
manage vast databases more efficiently. TheséSpiekermann and Cranor, 2009).
applications can potentially make personally This study is a sequel to Spiekermann and Cranor
identifiable information maintained by the governmhe (2009) study published in IEEE Transactions on
more accessible to unauthorized individuals. Withou Software Engineering. This study includes new
privacy engineering during the design, initiation, development in the field of privacy because Spimsieem
implementation and maintenance of cloud programsand Cranor (2009) study focuses only on certaieare$
data protection and accessibility standards witldmee  study. The new materials complement other concepts,
increasingly challenging for agencies to properlydefinitions and models that have appeared in recent
control (Booz Allen, 2010). Marstt al. (2008) declare publications. This will result in a firmer skelettimat can
that “Privacy requirements must be fed in at eddh®  be utilized as a framework for IPE.
four stages initiation, planning, execution andsuole
of a generic project lifecycle”. Motivations for revised framework: A framework is

Several proposals have been published to build an abstract description of the underlying structinag
framework for privacy engineering. Eagbal. (2002) supports something; in our case, it supports IRE. |
proposed “a framework, for examining an includes logical formation of meaning that integsat
organization’s privacy management practices withen  and directs the growth of research in the fielcdtofly.
context of their respective privacy policies”. Fsigaum  Privacy frameworks can achieve a firmer foundation
et al. (2002) studied digital-rights management techywlo and more coherent structures for this purpose by
with respect to compromising and protecting usersincorporating diverse privacy research. This stgishes
privacy. In a pioneering 2009 article in IEEE Traetoons sample justification for a revised framework. We
on Software Engineering, Spiekermann and Cran@920 concentrate on scrutinizing Spiekermann and Cranor
presented a framework as: (2009) study as the most comprehensive and recent

study aiming to develop a framework for the field.

A view of the privacy field, situating each

approach to privacy in a spectrum of system  |ssye of definition: A very important issue in the
design options... [and] derive system  context of IPE is that of defining the elementary
requirements from accepted privacy definitions  constituents or fundamental units of informational
as well as from user concerns and propose a privacy. Spiekermann and Cranor (2009) use at lehst
framework that integrates existing research to  terms to name the types of “data” involved in IPE:
provide engineers a clear roadmap for building  personal data, personally identifiable data, peakon
privacy friendly information systems information, identifying data, identifiable persbata,
privacy information, identifying information, pensally
Spiekermann and Cranor (2009) use a three-laygdentifiable information, identity information and
model of user privacy concerns to be applied téesys privacy related information. They do not explicitly
operations (data transfer, storage and processind) define these types of data. This is a serious issue
develop guidelines for building privacy-friendly because the data are the “things” around which
systems. They distinguish between two approacheginformational) privacy revolves. How would we
“privacy-by-policy” and “privacy-by-architecture”. develop a framework for numbers theory without
Since their approach applies to a wider variety ofdefining numbers?
systems, we will focus on their study as a samjle o This study complements proposed frameworks for
current state-of-art in the field of IPE. IPE with a reasonable definition of Personal
Spiekermann and Cranor (2009) also mentiordentifiable Information (PII).
several privacy design frameworks such as those of The definition of Pll carries the issue of theiont
Earpet al. (2002); Honget al. (2004) and Feigenbaum of identifiability. Spiekermann and Cranor (2009)
et al. (2002) that are applied in specific applicationsdefine “identifiability” as “the degree to which dacan
such as commerce websites and ubiquitous computinge directly attributed to an individual’. Defining
applications. They propose that their approach ltapp identifiability in terms of “data attributed to an
to a wider variety of systems including e-commerceindividual” is not suitable in the engineering oexit
websites and ubiquitous computing applications'u§h The dictionary meaning of attribute includes
their study is first in developing an explicit framork  characteristic or quality of a person or thing”. IRE,
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some construction-based definition is more suitalsle to declare privacy rules that permit a mere prodegs
this study we clarify the relationship between pdy  prohibit processing that creates new informatiarmping
and identifiability in any privacy-related framewkor these types of data handling causes ambiguity in
understanding the objects in IPE: created PIl and
Issue of analysis: Spiekermann and Cranor (2009) alsoProcessed PIl. We will discuss a set of operatitias
introduce “an analysis of privacy sensitive proesss Separate processing of data from creation of data.
in order to understand “what user privacy perceystio Problems in definitions and analysis presented so
and expectations exist and how they might befar give a taste of many other problems in curgentl
compromised by IT processes ... to understand thproposed frameworks. To provide opportunities for
level of privacy protection that is required”. recasting and comparing the proposed approach with
Accordingly, they claim: current approaches, then gives the new foundatjon b
reviewing notions that have been introduced over
several years in many publications, including, (Al-
Fedaghi, 2006a; Al-Fedaghi, 2008; Al-Fedaghi, 2009;
these activities can raise privacy concerns. Al-Fedaghi, 20076_" Al-Fedaghi, 20079’ Al-Fedaghi,
However, their impact on privacy varies 2007c; Al-Fedaghi, 2007d; Al-Fedaghi, 2007e; Al-

depending on how they are performed, what Fedaghi, 2007f; Al-Fedaghi, 2006b; Al-Fedaghi,
type of data is involved, who uses the data and ~ 2006¢; Al-Fedaghi, 2006d; Al-Fedaghi, 2005; Al-
in which of the three spheres they occur. =~ Fedaghi and Ahmad, 2006; Al-Fedaghi and Al-
[ltalics added] Haqgan, 2009; Al-Fedaghi and Al-Turjman, 2007; Al-
Fedaghi and Jeragh, 2011; Al-Fedaghi and Taha,
“All information systems typically perform one or 2006; Al-Fedaghi and Thalheim, 2008; Kangassalo,
more of the following tasks: data transfer, dataale  1999; zailani and Norjihan, 2009; Sagbal., 2009).

and data processing” seems to be a questionabife. cla gyme materials are presented in new ways.
This is a problem that will be discussed in thisdst

What is a “task” in this context? Is it the openmgti ) ] )
system concept that refers to execution and-oundation for new framework: We deal first with
bookkeeping of information? Is it synonymous with the problem of PIl definition discussed previously.
“process”? In developing a new framework for IPE,First, Pll is defined along with a method to tiendity
these issues of basic notions are essential irggredin @~ with PIl. Second, the issue of analysis (data feans
developing the field. storage and processing) is recast through intramhuct
In the framework to be proposed in this study,of a flow-based model that specifies various preess
there are six mutually exclusive processes builinyolved in handling of PIl.
according to the condition of data: processingaiioa,
releasing, transferring, accepting and arrivingl al

interwoven in a flow system that specifies theprivacy"; thus, it is important to develop a workab

transformation from one process to another. L L L
Take the creation of new PIl as an example.deflnltlon of PII. This is a controversial issuenelmost

Spiekermann and Cranor (2009) lump two types of€cent declaration in this context is an article in
handling of PIl under the term “processing”: a mereCommunications of the ACM (2010) that labeled PII
operation upon data to change its form and a psocesvorthless in the context of privacy laws that “amcb
that creates new data. Creating data, in the cotex for the possibility of deductive disclosure and... rout
privacy, is a far more sensitive task than opegatin |3y down a list of informational attributes thanstitute

data without creating new data. For example, uditg  p;» Narayanan and Shmatikov (2010) declares that
mining and merging diverse databases to createeihe

information that John is a terrorist is far moresgve ) .

than the process of searching for John in a list of For aconcept thatis so pervasive in both legal
tourists. In the first case, the process embeds a @nd technological discourse on data privacy,
judgment that produces a conclusion that was not Pll is surprisingly difficult to define. [...] PII

All information systems typically perform one
or more of the following tasks: data transfer,
data storage and data processing. Each of

Personal identifiable information Davenport,
(2007) claims that “personal information is theecorf

previously present in the system, while in the selco is meaningless, [...] The term means next to
case the system already has this information. Tiseee nothing and must be greatly de-emphasized, if
great difference between processing informatiorualao not abandoned, in order to have a meaningful
person and issuing a judgment about him/her pogsible discourse on data privacy
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Personal data (Information)

Narayanan and Shmatikov (2010) see that PIl may AL
present some difficulties “with respect to whiclert is - N
a reasonable basis to believe the information can b Non-PIL
used to identify the individual”. Nevertheless, elaim L e.g. secret caoking
that these difficulties do not reach the level afking reaps

the notion worthless in the context of privacy laat

“account for the possibility of deductive disclosur Fig. 1: Personal information subsets

and... do not lay down a list of informational attries

that constitute PII”. PIl definition: The definition we adopt is based on a
diluted version of the correspondence theory thiztes

Differentiating PIl from personal information:  truth to reality: a statement is true if and onfythe

Spiekermann and Cranor (2009), as we discusseﬂorld it desqribes is reaI: In our case, a stater'rseﬁ!l

before, used many terms for the type of “data” lned !f an(_j_only if the world it describes mcludes_angiy

in IPE: thus it is difficult to determine whetheefr identifiable real natural person. In logical ternfsthe

. statement includes a referent to a singly iderftiéa
study tafgetS,P“- One of the tgrms they use isstpeal person, called its proprietor, then it is PIl. Joisn
data,” which is the term used in EU (1995):

trustful is PIlI of John (assuming that John is &ue
identification) in light of the fact that the statent
Article 2a: ‘personal data’ shall mean any John is trustful is about or can be mapped to gueni

information relating to an identified or real_person. Thus, J_ohn F. Kennedy was the 35th
identifiable natural person (‘data subject); an president of the USA is PIl, whereas John F. Kegned
identifiable person is one who can be IS @&busy airportis not PIl.

The referent is said to be the proprietor of PII.
Proprietorship of PIlI is different from the concepuf
possession and copyrighting. It is also differemint
the legal concept of ownership. The “referent” is
A . recognized by mapping the word (logical name) in

social identity relation to the actual object (natural person)dality.

This mapping to a natural person limits possible

We claim that this is not suitable because “pesison extension to specific human beings.
data” as in the sense of “personal property” may  Accordingly, there are two types of PIl (Al-
include Pl and non-Pll, as shown in Fig. 1. Fedaghi, 2005):

identified, directly or indirectly, in particular

by reference to an identification number or to
one or more factors specific to his physical,
physiological, mental, economic, cultural or

Personal  data  (information): ~ Non-personal .  atomic PIl (APII) that embeds a single proprietor
information means ownership of information thab@ . compound PII (CPII) that refers to more than one
necessarily PIl (e.g., a personal recipe). PIl rsean  proprietor

proprietorship and is not necessarily owned by the

proprietor. A proprietor (the real person to whomh P Proprietorship of PIlI is nontransferable in the
refers) may not even know about his/her PlI, athin  absolute sense. Others can possess or (legally)itown
case of a disease not disclosed to a patient. but they are never its proprietors (i.e., it cannot

According to Spiekermann and Cranor (2009),become their proprietary information). APII of a
“Personal data can be entered into a systerRfOPrietor is proprietary information of ~that
s (.. o) oty Gty ook EEEeCr, vhle s (09, abe v
(e.g., when conducting online banking transactions) P y P : prop y

H | . . . ed wi hinformation of its referents: all donors of piecek
ere a personal action (e.g., voting) is mixed wit atomic Pll embedded in the compound PII.

creation of data. Anonymous e-voting, e.g., that  pefining PIl as “information identifiable to the

creates non-Pll “candidate 17" is not personalingividual” does not mean that the information is

information, analogous to a person who donatesespecially sensitive, private, or embarrassingthBa

personal belongings to a charity (e.g., clothirthgy it describes a relationship between the informatiad

are no longer his/her personal things. a person, namely that the information whether segsi
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or trivial is somehow identifiable to an individtal Consider the set of unique identifiers of persons.

(Kang, 1998). We don't discuss the issue of sediiti  Ontologically, the Aristotelian entity/object issingle,
of PII, which is hard to define, but difficulty mefining  gpecific existence (a particularity) in the world. this

this type of PIl does not make PIl a worthlessomti g4,y the identity of an entity is its natural ciégstors
the way difficulty in defining many notions such asé

indecent material, consent and so forth makes th e.g., tall, brown eyes, male, blood type A). These

notions worthless in privacy laws. Anwar (2008) e§criptors exist in thg entity/object, Tallness,
criticized the definition of PIl above since it tludes  Whiteness, location, etc. exist as aspects ofxistemce

observation, reputation, or even public information  ©f the entity. We recognize the human entity frden i
the realm of personal information and thereby, mayatural descriptors. Some descriptors form idesvsfi
introduce more ambiguity. For example, informationA natural identifier is a (minimum) set of natural
referring to John in his professional capacity ayen for  descriptors that facilitate recognizing a persoiguealy.
example, should not be considered as his person@ixamples of identifiers include fingerprints, facasd
information”. This is analogous to criticizing te@andard DNA. No two persons have identical natural ideatii
definition of integer set because it is infinithelpoint is  An artificial descriptor is a descriptor mapped do
that this definition is inclusive/exclusive withgad 10 nagral identifier. Attaching the number 123456 a0
_memb_ershlp. Only _after specifying the me_mberSh'pparticular person is an example of an artificial
inclusion can we define other subsets, as withirazpy descriptor in the sense that it is not recognizablene

integer in mathematics and sensitive PIl in privacy e . .
Clearly, much of PII, as defined insignificant in (natural) person. An artificial identifier is a (ninum)

terms of privacy. Insignificance does not implykasf ~ Set of descriptors mapped to a natural identifito

value. An insignificant amount of gold not wortheth Person. By implication, no two persons have idetic

effort to mine is not worthless. Even though neecion  artificial identifiers. If two persons somehow hate

precisely divides significant from insignificantpigs of  same Social Security number, then this Social Stgcur

Pll, it seems that, in most cases, the differeretesen  number is not an artificial identifier because striot

them is apparent. Many works in the area of privacymapped uniquely to a natural identifier.

have no difficulty identifying (significant) privgcin A basic principle in the definition of PIl is as

domains such as health information and financiafollows:

information. “Significance” here refers to the tbineld

of an intrinsic value of PII. Identifiers of proprietors are PlI. Such definition is
reasonable since the mere act of identifying a fietqr

PIl and identifiers: The world of PIl comprises pieces is a reference to a unique entity. Every uniquatidier

of information that refer to real natural perso@B.can  of a person is a basic Pll in the sense that tigstifier

be a composite of other PIl or can be no composite.  cannot be decomposed into more basic Pl

Let us call the constituents (better, the minimum

constituents) of PlI that refer to proprietor sfoprs. T_he The second principle defines PII in general: Any

correspondence relation collapses into a type eftity . - . ) :

function that maps signifiers (domain) to propristo Personal identifier or piece of information that keds

(range). The proprietor is a real object in theltjoso  identifiers is personal identifiable information.

there is no need to get involved in a semantioite Thus, identifiers are the basic PIl that cannot be
such as “normal American,” “the present king of decomposed into more basic PIl. Furthermore, every
France,” or “unicorn”. complex PII includes in its structure at least dmasic

The question now is how simple signifiers (€.9., @ jgentifier. Note that the concern here is not issoé

identifier) can be about proprietors. John A. Smth flexibility or narrowness of PlI definitions. This a matter

something can be tested as PIl by scrutinizing th . o
mapping from the signifier “John A. Smith” to John %hat can be settled after developing a precisenitiefi

Smith, separately from ‘“is something” and its @compassing all types of PlI.

correspondence to reality. If there are two John A.

Smiths, then John A. Smith is something is not Pt Handling PI1: Spiekermann and Cranor (2009) claim
example, on the technical side, a file containingiat “ai information systems typically perform ope

information about a patient such as the signifier , )
“examined in room 110 on Friday, 26 December’ carjnore of the following tasks: data transfer, dataaie

be automatically classified as PIl if there is rthes 2nd data processing. They do not provide any
entry (patient) in the file with the same infornoati justification for such a declaration.
111



J. Computer i, 8 (1): 107-120, 2012

Basic flow model: A typical information system is Sources to the processing stage are flows from the
defined as a system that transforms input into wiutp creation stage and from the acceptance stage
Storage is also added as an element in such & The creation stage creates flow things and handles
description. Alternatively, several study, as meamid these created flow things

previously, have adopted a flow-thing mas:hlne,. The release stage is an intermediate stage for
d_enoted a flow system that is an abs_tratlzt machitte w outward-bound flow things

six components (or stages): arrival, acceptance, . . . .
processin%, creatiog, releage ;nd transfer (Alagrl)eida e The transfer s.tage is thel mtgrface \{wth the oetsid
and Al-Saleh, 2011). The component or stage here Such as portsin communication devices
corresponds to the conditions of the things thawfl

called flow things (e.g., Pll), inside the machine. ~ An arrived flow thing cannot be in two of the
This is analogous to describing a chocolate plastiq stages simultaneously. Other conditions of flowgsi
manufacturing system in terms of the transformaion such as being stored, copied, destroyed, etc. are
between various stages of the system: raw chocolatgecondary conditions with respect to the six generi
melting , molding and packaging stage. conditions. For example, stored flow things can be

We adopt the conceptualization that all informatio found at the arrival, acceptance, creation, proegss
systems perform the following actions: creation, glease and transfer stages.

processing, release, transfer, accepting and ragridr a

subset of these actions and we illustrate thel'riggering' Flows in FM may trigger each other
transformations among these actions or procesige<fF epresented as dashed arrows. To illustrate the FM-

Figure 2 depicts an abstract machine (flow systemeé) d ) q it with |
under the assumptions that arriving flow things are’aSed representation and contrast it with a sample

never rejected and released flow things are neveypical specification, consider a diagram such as a
returned. The transfer stage has a reflexive arrowunctional flowchart with “swim lanes” to represent
denoting flow to another transfer stage in anoslystem.  who is responsible for or performs an activity (FB3Y
The creation stage indicates generation of new flomgs In  scrutinizing this method of process
(e.g., PlI). Processing of flow things refers taming  specification, we observe how sketchy it is. The us
flow things in form or action, but never to newly of arrows is overdone, with control flow (the
generating flow things. _ _ diamond decision shape), orders flow (e.g., from
A Flow Model (FM) involves modeling of gperator to department) and information flow (e.g.,

enterprises using flow systems. A flow system isihe manager needs information to check an prder
composed of three primitive concepts:

e Six stages, as mentioned previously

e Transformation among stages (arrows in Fig. 2)

* Flow things: things that flow in the flow system
Flow things are in flow systems of different types
of objects, i.e., physical objects or conceptual
objects and in six stages representing a conceptua
place that handles flow things of a certain type

Release

Creation

Process

Transfer

Arrival

Fig. 2: The FM machine (assuming flow things are

In a flow system: always accepted and transferred when released)
* The arrival stage handles arriving flow things from
outside the system through an inte_rface call_eo_l th Manager  |Order handling department | OPerator
transfer component (the delivery/receiving | Chock order | _|Receive orderl
component of the system)
e The acceptance stage handles flow things passir Order - 200
through the arrival stage. For the sake of brevity.
arrival and acceptance may sometimes be merge Order < 200
into one state called receiving
-
e The processing stage handles processed floy

things, e.g., in the chocolate plastique example,
coloring, sweating, or smoothing the chocolate.Fig. 3: Swim lanes (Mutschler 2006)
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Customer Operator p-I Released | O Transfer |
Order I 1
el & - ___ | —
’ Transfer ! C.$1| Transfer l Processed | Manager
& ¥ fiisaes Released i
= q ¥ i 1 Order
Released Arrive Acceptec Order
Accept Accepted
l—i‘—' I—;—‘ | Accept | [Aemptel | A
Create, Accepted y
v T :1 er delivery department
Product | Transfer | |_Transfer | —’l Transfer
3 Order handling (‘I_? Order Informetion
e r d
epartment
ransfer ransfer roduct
Transf i - e~ Transfer | Prod
®

Fig. 4: FM description of the Fig. 3 flowchart diagnh using swim lanes

The figure is also incomplete. From where does the  The details of the decision at circle 4 (diamond
operator get an order? What happens when an ader shape), which rests on a certain value of orde0@>2
placed (e.g., before product can be sent)? These200) is an implementation issue that is not speitit
features become clear when the corresponding FMhis level of conceptual modeling. We are interéste
representation is developed, as in Fig. 4. here in basic flows and the position of critical

In the figure, the Customer creates an orderlgirc components, analogous to a blueprint for a high ris
1), sends it to the Operator (circle 2), who re#sa$to  \yhere, say, the exact voltage of a circuit breaker

the Order Handling Department (circle 3). The megni  yacided at a later stage of details. Other desoript

of the “place order” box in Fig. 3 is not clear bhase ; ; :
the order is already placed and being processedayt ?li/?rs;;:cﬁ(?as::, - can easiy be overlaid on the bas

mean that there is another administrative unit tha In contrast to Fig. 3, the description in Fig. 4 i

delivers the order after checking. Accordingly, agd complete and systematic. Flows are separated and pu

the order delivery department (it could be a sutisec | . .
of the order handling department). in sequences. Figure 4 appears more complicated tha

At circle 4 in the order handling department therefig- 3, but this is needed for completeness. In an
are two possible flows of orders: analogy, the specifications of a building can be

included in a mere sketch where flows of water,

« Flow to delivery department (circle 5) where the €lectricity and gas are not distinguished and ioter
approved order is received and processed (circle gloors are not specified, but this is not simplicitt is
to trigger delivery of product (circle 7). For incomplete and a poor differentiation of flows.
delivery, the product is retrieved from storage and
sent to the customer (circle 8), who receives it

_ PIl as flow things. PIl can be created, processed,
(circle 9)

. . . . released, transferred, received and accepted into a
» Alternatively, at circle 4 in the order handiing stem. This is an alternative conceptualization to
department, the order is sent to a manager (circle%y_ ) P
10 and 11), who processes it (circle 12) piekermann and Cranor (2009) three tasks of data
’ transfer, data storage and data processing. Besides

Here, the original sketch in Fig. 3 seems to peP€ing an incqmplete representation, storage is Bmyw_
incomplete in specifying what the manager needs t&M, theoretically, not to be a genuine task in
check for the order. We assume that he/she consultgformation systems. Thus FM along with the defomit
stored information (circle 13), which leads to @iden  Of PIl can form a foundation for any system that
to trigger (circle 14) further processing by thed@r handles PII, creating a potential base for IPE.
Handling Department, from which the order goesht t The PIl flow system is an alternative to
Order Delivery Department or is denied (e.g., seap Spiekermann and Cranor (2009) tasks of data trgnsfe
Notice that we have five spheres (the environmént odata storage and data processing. These threeassks
the flow systems) in Fig. 4, Customer, Operator,incomplete in the sense that they do not represknt
Manager and the Handling and Delivery departments. genuine “tasks” that can be performed on PII.
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A = 2 A company). If PIl is compromised because an
| B & unauthorized person in H signed the receipt, this i
I _ O SORUNSRCIECEE S ) Y problem in H’s arrival system.
.

Similarly, for electronic PII, packets reach the
E communication fiber of H from, say, a public netkwor
and are transmitted as packets to the first deeieg, a
E router. PIl is in H, but in the transferred staAs.soon
as it settles in the first buffer, it has arrivedHa If a
< Acceptance ] sniffing device is installed in the H communicatidme

Transfer

Arrival
Release

(which does not belong to the public network) befor
the router’s buffer, this is a security problemthe

Process

transfer stage of H. If the data is compromisedhm

t buffer of that router, it is an arrival stage pehl
E Create V; Arrival does not guarantee acceptance; however,
in Fig. 2, we assume that PIl that arrives is ategp

otherwise the arrow between Arrival and Transfer
Fig. 5: Flow of PII to/in/from the hospital would be bidirectional. After acceptance, Pll can b
processed. The meaning of processing here is more
limited than the general usage of this term. It n®ea

Outside] & Transfer pu any type of operation that changes PII (e.g., datim
_P{}’Sifiﬂn to binary, compression, translation) without cagsin
| Arrival H Acceptance H Release | it to lose its .Identlty' )
Recention deck — Processing may be a cause of creation of new PII
eception es (e.g., data mining). PIl may be created directlydinas

in the case of a laboratory that produces Johrioigdb
type O, for a patient John. John is blood type ® ha
Fig. 6: Description of the secondary stage, storage  never reached H from outside H. It may be processed
internally, or released to be transferred outside,
Consider the flow of PIl in hospital H shown in shown in Fig. 5.
Fig. 5. H has a communication interface (e.g.,  Release is different from Transfer in H. PIl may b
electronic or physical) that connects it with theéside.  released to be sent electronically to the outside;
PIl may originate from outside and enter H throitgh however, it can still be in H if the communication
communication interface (e.g., H's connectionste t channel is busy or down. PIl may stay in the reddas
Internet). PIl then arrives (is received) in H. state for a while until it is transferred. There ds
Notice the difference between transferred andpossibility that it will be returned to the sendsdter a
arrived states of PIl in H. Suppose that Pll istie  certain period of waiting for transfer. In Fig. Bda5,
form of a physical DHL folder, denoted as x, to bewe assume that released Pll is eventually trareferr
delivered to a certain section in H. From the time The reader may wonder where such states of Pll as
enters H until the time the receipt is signed bg th being stored, copied, destroyed and so forth aratéal
section clerk, x is in H, but it is in the state lding I the flow system. These_ are not primary stateE’.Ibf
transferred. In its transfer state, x may be cdrigthe that can occur anywhere in the system. For exariple,
DHL delivery person inside H to reach the destarati he desk in H copies PII, then forwards it to the
section, or x may be deposited into a special mailh phyS|C|an_, th|s.can be shown as in Fig. 6'. In tase
H, but x has not yet been acknowledged as arriinng the copy is a d'ﬁ‘?f.e”t flow thing _from the origina
the H information system. As soon as the H cleghsi In the remaining part of th's. study we apply our
the delivery receipt, x has arrived. fra(rjngwork toz(;:c?g;tam issues raised by Spiekermann
This difference between transfer and arrivalan ranor ( )

components of a system is significant in all h d bility- h ¢
licati F le. in th i RIifi Spheres and responsibility: For the purpose o
applications. For example, in the security are#|lis “framing privacy for engineering,” Spiekermann and

compromised because an unauthorized person has a k€ranor (2009) classify engineers’ responsibilitieto
to the H mailbox, this is a problem in the H tramsf three distinct technical domains: the user sphire,
system (e.g., not in H, rather, for the contraateail  recipient sphere and a joint sphere:
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The “user sphere” encompasses a user's sharing networks”. This is a communication-infected
device. From a privacy perspective, user view of PIl exchange that involves senders and
devices should be fully controllable by the recipients. In FM, it is possible that the recigienalso
people who own them. Data should notflow in o0 " cessor, the creator, the releaser andfor the

and out of them without their owners being i ¢ in th text of the f ; A
able to intervene. Additionally, devices should ransteror in the context ot the flow system. A ¢amy

respect their owners’ physical privacy, is a flow system, a department in the companyfieva
interrupting them only when needed and at  System and a section in the department is flowesyst
appropriate times. ... even a backend system and a network are flow

systems (e.g., a communication channel is a flow

Such a description interweaves components Ofysiem that receives, processes, creates (e.ge)noi
spheres: people (reality), which includes ownershifgjeases and transfers PIN)

(concept), together with devices (hardware). We
revise this classification of engineers’
responsibilities in terms of FM.

As we see in both cases of user and recipient
spheres, descriptions include such terms as devices
. backend and networks. FM is a conceptual framework
Usually a sphere (of influence) denotes an are%wat does not involve hardware, software, or any

over which there is control or influence. It is aby . | tation terminol After all. th .
represented by a map (e.g., city boundaries',mp ementation terminology. After all, the mere meg

governmental jurisdiction) of “framework” expresses an abstract descriptiorihef
In information privacy, “usership” is a less underlying structure that supports IPE.

important notion than proprietorship, which is dque Similar disc_u_ssion can be applied to Spiekermann
privacy trait. A proprietor has a special connettith ~ @nd Cranor's “joint sphere of privacy control” that
his/her PIl even after giving it up or selling io t ‘€ncompasses companies that host peoples’ data and
someone, as in the case of ridiculing histher name Provide additional services” (2009). In FM, all pé®
picture, or misusing it. With regard to ownershgm in a company are conceptualized uniformly as flow
owner does not care about what was in his/hesystems. This alternative conceptualization redleat
possession (e.g., a chair) after selling it. picture of the propagation of PIl away from its

Consequently, a proprietor’s sphere ought to be oproprietor. The proprietor is conceptualized adoavf
central importance. To illustrate the differencénsen  system that transfers and receives PII to/front-fargel
use and proprietorship, consider the case of @onproprietors, as depicted in Fig. 8. These fagel
handicapped proprietor who cannot use computers angbnproprietors may transfer and receive information
gives instructions to an actual user (e.g., cléokdise  to/from other nonproprietors that do not commurcat
a certain software program to communicate his/hejirectly with proprietors.
Pll to a company that transfers it to a third paRiy Utilizing this framework in specifying privacy
allows for comprehensive conceptualization ofresponsibility can be stipulated with respect to a
spheres of proprietors, devices and softwareyroprietor's sphere as PIl arrives and is accepted,
programs, ~a manual information  system,processed, created, released and transferred. This
organization, specified in terms of flow system&(F encompasses PII transferred by hardware (e.g.dwire
7); thus there are many spheres and a user may n@jreless), PIl processed by software (e.g., daebas
actually be the end party in all transactions. applications and server) and many other angles asch

Spiekermann and Cranor (2009) utilize theirhow PIl is created (e.g., manually or by data ngpihow
description of “user sphere” in specifying an eegi's  pj| is stored at different stages (e.g., disksfeosf hard
responsibility and describing engineering issuésteéd  copies) and so forth. For example, the engineerg ma
to stored data. They also develop classification ofjecide on priorities of storage, with created imfation
concerns; for example, in the user’s sphere thee@ms  more valuable than information received from owtsitin
are unauthorized CO”ection, unauthorized executionexhaustive list of all possib|e types of respo[ﬁﬁﬁj can
exposure and unwanted inflow of data. In FM, a fuse be devek)ped for a proprietor’s Sphere or Otheem
may be a proprietor or a nonproprietor. The privacysimilarly, a proprietor's concerns can be categotiwith
phenomenon is centered on the proprietor, notéke U  respect to arrival, acceptance, processing, creatitease

Spiekermann and Cranor (2009) also describe thgnd transfer of information. For example, transfer
“recipient sphere” as “a company-centric spherdatf  concerns include security transfer with hardwaséyare
control that involves backend infrastructure andada and system considerations.
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Fig. 7: In FM, proprietors, users, devices, sofevand companies are all flow systems
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Fig. 8: A proprietor-collector-third party framevkofor “spheres” related to privacy
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Fig. 9: FM specification of a sample notice

This framing
and Cranor’s

unauthorized collection, unauthorized executioposyre
and unwanted inflow of data.

is far more comprehensive than Spiakan
(2009) arbitrary classification of cems in
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Notice asa map: As a “methodology for systematically

engineering privacy friendliness,” Spiekermann and
the user's sphere that include the four elements ofranor (2009) introduce the “notice and choice”
approach based on the principles of Fair Infornmatio
Practice (FIP) (EU, 1995). They discuss how this ca
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be supported through “privacy-by-policy”. According it (circle 4) to our consultant (e.g., Intonation

to them: XYZ) (implicitly in the diagram, the consultant
does not save a copy), who processes it (circle 5)

US regulatory and self-regulatory efforts suppwrte to produce an opinion (circle 6). Upon receiving

by the Federal Trade Commission (FTC) have over  this opinion (circle 7), we process your case (eirc
the past decade focused on a subset of these 8) to make a decision that is stored (circle 9) for
principles, tailored to the e-commerce context one year and send you the results (circle 10)
notice, choice, access and security... While the
notice and choice approach is useful, it is noarcle Interface design in the implementation of thisetyp
that it should serve as the golden rule for privacyof “notice” is an important factor in keeping the
design since notice, choice, access and securityroprietor informed. This interface can also beduse a
only come into play when a system collectsmap that includes all types of policy rules, susfaecircle
personal data. 1, “no Pl is received from nonproprietor,” andcatle 3,
] . “processing does not apply data mining,” etc. Dens
The US USFTC (2000) gives the following ahout when to interrupt users with privacy-related
description of the notice requirement: information can be agreed on according to this map.
) ) ) The interface can also be used to inform the
Web sites WOUld_be requwgd to prow_de_ Consun,]er?)roprietor and/or the administration about the peeg
clear and conspicuous notice of their information ¢ 4 flow, or to generate alerts. This transpeyeis
practices, including what information they collect, important principle of fair information practice

hovx{ they collect it (e.g., diregtly or through non',(Richardson, 1972) and would certainly increassttimu
obvious means such as cookies), how they use it company.

how they provide Choice, Access and Security to

consumers, whether they disclose the information:air jnformation practice: According to Feigenbaum
collected to other entities and whether otherg g (2002), the goals for practical privacy engineeri
entities are CO”eCting information through the sit are best presented by “fair information practices”
) ) Richardson and Weinberger, 1973). “Although the
Again we notice the absence of a complete angt|ps are well understood, the technological liteneat
generic list of possible types of handling of A#  has said relatively little on how to translate thero
alone the absence of a nonverbal definition of PIyW  engineering principles” (Feigenbaurt al., 2002).
mention only collection, use and disclosure ofNevertheless, these principles are not well stéfed
consumers’ information? Suppose that an organiatioFedaghi, 2007b). Consider the Collection Limitation

or government agency is generating Pl about ¢ize principle stated in the (Organisation for Econofiz-
through monitoring of their activities for some sea.  gperation and Development, 2002):

For example, someone produces Mary is a violent
person, which is an observation or judgment.  There should be limits to the collection of
Technically, it is not collected information. personal data and any such data should be

The point here is that listing random operations  gptained by lawful and fair means and, where
without basing them on formal or at least semifdrma appropriate, with the knowledge or consent of

apparent definitions (e.g., PIll) and systematic  the data subject
recognition of all possible operations is not a djoo
methodology for establishing a framework for arsldi The (Organisation for Economic Co-operation and
of study. In FM, a notice can be realized as aDevelopment, 2002) use of the term “collection” ¢emn
conceptual map of PII. Instead of verbal descritjca  interpreted to refer to the mere act of colleciigThis is
flow map can be constructed (automatically!) toegiav ~ exactly the same as the first stage, receiving;Mn The
complete conceptual specification. For example, arterm is also used in another OECD principle: “the
account of informing the user about his/her PII ispurposes for which personal data are collectedidue
shown in Fig. 9. specified not later than at the time of data ctte¢.
The notice can be described as follows: The Canadian Standards Association Model Code
for the Protection of Personal Information (2004),
We take your PII (circle 1) and save a copy (eircl which are standards based on the OECD guidelines
2) for one year, process it (circle 3) and thendsen (1980), defines “collection” as “the act of gatimey,
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acquiring, or obtaining personal information fromya important to avoid collecting excessive information
source, including third parties, by any means”. Anonymizing personal information, or permitting

If this interpretation is appropriate, then we canpseudonyms, can be an important privacy enhancing
ask, what about limits on other PIl handling stagestechnique, though limitations of this approach nezd
namely, the processing, creating, receiving, réhgas be understood”. Spiekermann and Cranor (2009)
and transferring stages in FM? For example, dataistinguish between “privacy-by-policy” and “privac
mining techniques can produce new PIlI that is noby-architecture”. “The privacy-by-architecture
collected. Why don't we specify explicitly as ineth approach minimizes the collection of identifiable
case of collection that there are limits to theimgnof ~ personal data and emphasizes anonymization and
PIl and that any such data mining should be pesorm client-side data storage and processing”.
by lawful and fair means and, where appropriatéh wi In FM, “collection” in fair information practices
the knowledge or consent of the data subject? @ahes can be viewed as the totality of privacy-related
guestion can be raised with regard to manual iatern information in possession of the enterprise. A drett
examination of data (e.g., psychological characteferm is “minimizing handling” of Pll since handling
analysis) that also can produce new PII. FM .mcludes _receiving (collgctmg), processing,

The point here is that limits can be specifiecatin ~ €réation, releasing and transferring of PIl. Thas be
stages of handling PII, not just on the collecttage. achieved only by separating PIl from non-PII. Peiva

According to Al-Fedaghi, two [reinvented] notions by-architecture and privacy-by-policy complemertrea

are embedded in the (Organisation for Economic Cogther. Bad design leads to difficulties in declgrand

. : mapping policies and incomplete policies do notetak
operation and Development, 2002): advantage of good design. Consequently, from the

engineering point of view, the minimization prinle
e Limiting the gathering of PII: e.g., lawful and ifai cag be achgi]e\?ed at two levels. P P

e Limiting the use and storage of PIl with the

knowledge or consent of the proprietor The design level: This level is the level of decisions
regarding what to include in the system and how to
These notions should be separated because they atnimize what is to be included. According to Maeshl.
sometimes not directly related. Obtaining PIl byfid  (2008), “if the ‘minimization’ principle is not afipd
and fair methods does not imply any consequenaes fatrongly enough in designing data collection, moubre
methods of handling PIl. For example, an agent caeffort may need to go into privacy protection measu
collect PI lawfully and still misuse it. An agenarc during data processing and storage”. This requires
limit its use of PII (to avoid being noticed) evéllough ~ Minimizing meta-Pll and organizing it such thatist
it might have collected this PIl unlawfully. recognizable. Meta-P!I is information t_hat descsitsa|
The limitation principle can be rewritten to indei ~ such as NAME describes “John D. Smith”. For example

seven rules to be observed by agents accordingeto tthe relational schema in a database specifies ehefs

discussion, concern a gathering agent and limit th@Pout each CUSTOMER. Recognition of meta-Pll

handling of PII at the collecting stage only: requires isolating it from meta-non-PlII.
g ng stag y For example, Al-Fedaghi and Thalheim (2008) built

databases for PIl by developing relational schemas

* A gathering (collecting) agent should gather PlI by(relational tables) for both types of informati@parately.

lawful and fair means
* A gathering agent should use and store PII with th

. ?mplementation level: This should not be mixed with
knowledge or consent of the proprietor

the design level and is concerned with how to handl
PIl while applying the same minimal principle. Such

We can conclude that goals for practical IPE, 2
. . tools as anonymization and pseudonyms are used.
mentioned previously as best presented by the fair

information practice, are more comprehensively gdm CONCLUSION
within FM.

The theoretical, technological and applications
Privacy enhanced systems: design: Fair information aspects of IPE require a framework that provides a
practices (USFTC, 2000) require avoiding collectidn holistic view and a systematic structure for the
excessive information. An important question insthi discipline’s topics. This study has shown that ftbe-
context is how to incorporate this principle infoet based model where PIll comprises the flow things can
design of the system. For Margh al. (2008), “It is  provide a structure that complements current efftot
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develop such a framework. The study has presentefll-Fedaghi, S., 2007b. Wresting informational pdya

several important problems and their solutions ubro from free speech. Int. J. Liability Scientific
recasting of some current proposed approacheslito Pl Enquiry, 1 319-334. DOI:
definitions and handling. 10.1504/1JLSE.2008.018275

Many issues in this area are not discussed becaugg-Fedaghi, S., 2007e. How sensitive is your peason
the objective is to demonstrate the potential &f M- information? Proceeding of the 22nd ACM

based approach in complementing or providing a Symposium on Applied Computing, Mar. 11-15,
skeleton to develop the required framework. Future  Acm New York pp: 1688. DOI:
research in this direction can expand subjects ¢hat 10 11'45/124400'2 1244046

be described based on our methodology, e.g., WivaCAl-Fedaghi, S., 2008. Scrutinizing the rule: Pdya

preserving (Nardal and Sahin, 2011), privacy pritec realization in HIPAA. Int. J. Healthcare Inform.
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