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Abstract: Problem statement: Microarray technology helps in monitoring the exgsien levels of
thousands of genes across collections of relategbles.Approach: The main goal in the analysis of
large and heterogeneous gene expression datasete wientify groups of genes that get expressed in
a set of experimental conditionResults. Several clustering techniques have been proposed fo
identifying gene signatures and to understand tloddr and many of them have been applied to gene
expression data, but with partial success. The raam of this work was to develop a clustering
algorithm that would successfully indentify genedtg@ans. The proposed novel clustering technique
(RCGED) provides an efficient way of finding thedden and unique gene expression patterns. It
overcomes the restricion of one object being placen only one cluster.
Conclusion/Recommendations: The proposed algorithm is termed intelligent beedtiautomatically
determines the optimum number of clusters. The ggeg algorithm was experimented with colon
cancer dataset and the results were compared witlyiRFuzzy K Means algorithm.

Key words: Microarray technology, clustering algorithm, geng@ression data, fuzzy membership,
rough clustering, clustering technique, knowleddscavery, data mining, attribute
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INTRODUCTION combines Fuzzy C-Means with  Expectation
Maximization algorithm to determine the precise
Biological data are being produced at anumber of clusters and to interpret them efficigntl
phenomenal rate. It is astonishing to see the iep@s  Noureen and Qadif2009) have proposed a simple and
grow in an extraordinary way. On average, thesefficient biclustering algorithm (BiSim) which pres to
databases double in size every 10 month. The ent@mobe very simple when compared the Bimax algoritim. |

quantity and variety of information that is being reduces the complexity and extra computation when
produced cannot be handled that efficiently witk th compared to Bimax.

puny human brains. It would be easier if this dzaa Thilagamani and Shanthi (2010) have done a
be divided into a more comprehensible level byg,ney stating that clustering algorithms desigbased
subdividing the genes into smaller categories @t o rough sets are neither too restrictive as thiepCr
analyze them. This is where clustering comes in. clustering nor too descriptive as that of fuzzy

~ Cluster Analysis plays a major role in Knowledge cjystering. Pavaet al. (2010) have proposed a Single
Discovery and Data mining (KDDM). The process ofpass Seed Selection (SPSS) algorithm which is an
clustering is the assignment of a set of obsermatinto  extension of K-means++ which works well with high
subsets (called clusters) so that observatiortseiisame  dimensional data sets. K-Biclusters Clustering (KBC
cluster are similar in some sense. It ultimatetyré@ses  aA|gorithm), proposed by Tsai and Chiu (2010),
intra class similarity but decreases interclasdlaiity. minimizes the dissimilarities between genes and
Clustering of gene expression data helps to ural@ist pijcluster centers. Additionally it tries to mininsizhe
gene functions and gene regulations and assists #esidue within the clusters and to involve as many
pattern recognition in gene expression profilesnéSe conditions as possible. Venkatesh and Thangar&8)20
with similar expression patterns can be groupedchave proposed a SOM based clustering and
together which would help us in further understagdi artificial intelligence technique to analyse patterof
the functionalities of unknown and abnormal pasern  soil distributed across a geographical area. NefjiLq)

proposed a new clustering algorithm, termed as yuzz
Related work: Hybrid fuzzy c-means clustering Rough Supervised Attribute Clustering (FRSAC),itwl f
techniqgue proposed by Valarmathi al. (2009), groups of coregulated genes whose collective egjares
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is strongly associated with sample categories. ® ne Clustering gene expression data: Clustering is one of
quantitative measure is introduced based on fuaaght  the first steps in gene expression analysis. Onthef
sets that incorporates the information of sampleémportant characteristics of gene expression dathait
categories to measure the similarity among geneR is meaningful to cluster both genes and samples.
whereby redundancy among the genes are removed.  During cluster analysis, genes are clustered based
similarity. Proximity measurement measures the

MATERIALSAND METHODS similarity (or distance) between two data objedtse
proximity between two objects is measured by a
Resear ch background: proximity function of their corresponding vectors.
Rough set-definition: Rough set theory introduced by Euclidean distance is one of the most commonly

Pawlak (1982) deals with uncertainty and vagueniess. ysed methods to measure the distance between tao da
is a new mathematical approach to imperfectypjects. The main drawback is that Euclidean distan
knowledge. Rough sets can be considered as séts Wi§joes not score well for scaled patterns or profiés

fuzzy boundaries i.e., sets that cannot be preciselyones The Manhattan distance is closely related to

characterized using the available set of att”bUtesEuclidean distance. This finds out the sum of dists
Rough set theory has bepome popular among SCEm'Sélong each dimension while Euclidean distance finds
around the world due to its fundamental importaimce .
: P . T the length of the shortest path between two points.
the field of artificial intelligence and cognitieeiences. : , . .
Another measure is Pearson’s correlation coefftcien

Similar to fuzzy set theory it is not an alternatito ) ST
classical set theory but it is embedded in it. which measures the similarity between the shapes of

Suppose we are given a set of objects U called thVC €xpression patterns (profiles). Pearson’s éation
universe and an indiscernibility relation R as Wy  coefficient is widely used and has proved to bekift

representing our lack of knowledge about elemefts " many clustering algorithm for gene expressiotada
U. For the sake of simplicity we assume that Rris a (Jiang et al., 2004). The main drawback of this
equivalence relation. Let X be a subset of U. Waitwa measures is that it is not more robust in handling
to characterize the set X with respect to R: outliers. In order to address the problems facetth wi
pearson’s correlation coefficient another measure
« The lower approximation of a set X with respect tonamed Spearsman correlation coefficient was
R is the set of all objects, which can be for darta introduced. It is more robust against outliers when
classified as X with respect to R (are certainly Xcompared to Pearson's correlation coefficient. A
with respect to R) survey on Rough set based clustering and its
«  The upper approximation of a set X with respect toPreference over conventional methods was initially
R is the set of all objects which can be possiblydone and analyzed.
classified as X with respect to R (are possiblynX i
view of R) Rough fuzzy K means algorithm: K means is one of
« The boundary region of a set X with respect to R ighe traditional algorithms available for the clustg.
the set of all objects, which can be classifiedHowever this algorithm is crisp as it allows anemtjto
neither as X nor as not-X with respect to R be placed exactly in only one cluster. To overcdhee
disadvantages of crisp clustering fuzzy based et}
was introduced. The distribution of member is fuzzy

. Set X is crisp (exact with respect to R), if the based methods can be improved by.rough clustering.
boundary region of X is empty Based on the lower and upper approximations ofroug

. Set X is rough (inexact with respect to R), if the set, the rough fuzzy k-means clustering algorithm
boundary region of X is nonempty makes the distribution of membership function beeom

more reasonable (Skial., 2009).

Now we are ready to give the definition of rougtss

Formal definitions of approximations are as follow
The frame work of RFKM algorithm: Specific steps

R-lower approximation of X: of the RFKM clustering algorithm are given as foll

R.(x)=U{R(x) :R(x O %

xOu

Stepl: Determine the class number k (2<=k<=n),

R-upper approximation of X: parameter m, initial matrix of member function,
R (x)= U{R(x) :R(X) n X#0} the upper approximate limit Ai of class, an
XU ' appropriate number> 0 and s = 0.
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Step 2: We can calculate centroids with the formula K=1,;
given below: For each gene g
K++;
& 0o Ith gene is placed in cluster k;
G ‘;UH‘ X /;Uﬂ For each gene j<>i

Compute the similarity of'igene
with j'" gene §i(i,j) using

Step3: If X, Othe upper approximation, then; & 0. correlation coefficient metric:

Otherwise, updateUas shown below If fsim(i,j) > thresholda place j in
cluster k
U = 1 End;

! < % OR dr1 End:;
2% Wl(d?)mi—l Step3: Calculate mean, for the k clusters;
Step4: Assign each data object P to the lower
approximation or the upper approximatiby finding
the difference in its distance from the clustertosd
to step 2. pairs mand m

Step4: If Ju® -u®Y<e then stop, else s = s+1, iterate

Experimental resultss The RFKM algorithm was [ d(P-m) -d(P-m) ]

experimented with yeast expression data set. Tke da

set is 834 X 7 matrix. A total of 834 genes wereStep5: If the distance is less than some threshpp
clustered based on 7 experimental conditions intds in the upper approximation ang ¥ not in the lower
different no of clusters. Since RFKM requires tlweafi  approximation else xis in the lower approximation.
clusters to be given as input, 8 different clusteese  Step 6: Compute new mean for each cluster k and
generated. The result in Fig. 1 shows the membershiiterate until there are no more assignments.

matrix of the genes belonging to different clusteks The algorithm generates the membership matrix
total of 8 clusters were generated with each grapiased on the rough set theory. Based on the sityilar
representing their membership values of a particulabetween the genes, the algorithm proceeds on tb fin

cluster. The algorithm was implemented in matlad an OUt the possible number of clusters and the distanc
was also experimented for variety of data sets matrix for which it uses correlation coefficient #we

metric. Genes that are more similar are put instime

The Proposed algorithm (RCGED): Our proposed Ccluster. Each object is either assigned to the uppe
new algorithm, Rough Clustering of Gene Expressionthe lower approximation of each cluster. Then veo al

Data (RCGED), clusters genes based on rough Séitynamically calculate the membership matrices fithb

) . : upper and lower approximations as shown in the
theory. The main advantage of our method is theaoes algorithm. The mean of each cluster(lower and upper
not restrict a gene to one cluster. Genes can g

i i then taken as the centroid (pair) of that clustde
expressed in two are more clusters ie Overlapping Oyrocess iterates and dynamically updates the
genes are possible. It also finds the lower andeupp membership matrices and the similarity matrix until
approximation of the clusters. Our algorithm isigesd  there is no more change in the cluster centroid.

to be intelligent in the sense that it itself detethe
0 :, 04—
02 02
0

optimum number of clusters. Our algorithm uses a
200400800800 200400600800

similarity measure based on correlation coefficient

The Frame work of the proposed algorithm:

Algorithm: RCGED

Input: Gene expression matrix

Output: No of clusters, membership matrix, simtiari

matrix.

Stepl: For each gene;, gcompute the membership

subset

Step2: Compute the similarity or distance matgix f Fig. 1: Rough fuzzy clustering of yeast data set
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RFKM clustering algorithm was also experimented with colon canega d
03@ 1 5| a8 5| i W set. The result is shown in Fig. 3.
005 i o5 \‘, w a3 i JJE 05

207 = ;| o Comparison of RCGED with RFKM: The
e o8 i B8 i i i
84 04 B84 04 effectiveness of the algorithm is shown as a

S VY | P W O ha o 5% A .

20 40 20 40 20 40 20 a0 comparative study between the performance of Rough
a8 n a8 fL a8 ’l E%EMV\W‘W Fuzzy K-Means and RCGED. Cluster validation of the
o2lid_ o2l a0l 2ol LIV clusters generated by these two algorithms is dohe.
g8 n g8 ae n 015 V\WWW procedure of qualitative evaluation of the clusters
02 W o2 e Pl 4”“'35 LI referred to as cluster validation. Validation indexa

real value that determines the quality of the elsst
Fig. 2: Colon cancer data clusters generated usinQUr @lgorithm is evaluated using Davis-Bouldin's
REKM measure as the validation index. This index is a
function of the ratio of the sum of within-clustezatter
RCGED clustering and between-cluster separation. Table 1 gives the
sample results and the comparative study between

08 0.8 0.8
¥ 04 f\fw\f\j\\,«,ﬂh ge &mm RFKM and RCGED. The uncertainty that prevails in
02 02 02} . . . .
S e o the qverlappmg clusters is eliminated in our pmnb
08 g8 oe algorithm. We can observe that RCGED algorithm has
g4 ﬁ M f{ g4 ” 04 i H\ minimum value for DB index when compared to
20 4D 20 4 20 40 RFKM.
29 e In all rough clustering algorithms, the number of
B3l M\J 83 \MA objects in the boundary region depends on the vaflue
0 40 20 40 the thresholds. It has been noted for our algorithm that

the number of genes in the boundary region decsease

Fig. 3: Colon cancer data clusters generated usingS the value of becomes <0.1. When the threshold

RCGED value becomes larger, the number of genes in the
RESULTS boundary region also increases.
Experimental results. The RFKM algorithm requires DISCUSSION

the user to specify the no of clusters prior tostgting.

This does not suit all problems as the no of claste There are dozens of clustering algorithms thaehav
specified by the user might be too small or togdaiThe been applied to gene expression data. But ther® is
result of RFKM on colon cancer data set is showRign  single-best solution or a fit-all solution to cleshg

2. The colon cancer data set contains expressieislef  hecause there is no clear criteria and definitibwioat
2000 genes taken in 62 different samples out ofWBD 54 how a cluster is to be (Jain and Dubes, 1988).
genes where chosen across all 62 samples. Thesapo Clusters can be of any shape and size in the

RCGED algorithm is designed to be intelligent. Weli multidimensional pattern space. In Jain and Dubes

the RFKM, it finds out the optimum no of clusters its y . o . .
own and proceeds with the clustering. The algorithmVOrds, “Each clustering criterion imposes certain
uses a method to tune the threshold and the relatistructure on the data and if the data happen téoon
importance of the upper and lower approximatiothef ~t0 the requirements of a particular criterion, thee
rough sets is used in modeling the clusters. ThERT  clusters are recovered”.

Table 1: Performance comparison between RFKM anGHT

Number of genes Clustering algorithm No of clustgigen as input) No of clusters generated Davimsidin index
1000 RFKM - 1.148
RCGED - 8 1.9155
2000 RFKM 7 - 3.3312
RCGED - 15 3.1788
3000 RFKM 8 - 4.1495
RCGED - 18 3.2142
4000 RFKM 10 - 3.4999
RCGED - 19 3.2264
5000 RFKM 12 - 40122
RCGED - 24 3.2515
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CONCLUSION Noureen, N. and M.A. Qadir, 2009. BiSim: A simple
and efficient biclustering algorithm. Proceedinds o
the International Conference of Soft Computing
and Pattern Recognition, Dec. 4-7, Socpar,
Malacca, pp: 1-6. DOI: 10.1109/SoCPaR.2009.14

There are dozens of clustering algorithms thaghav
been applied to gene expression data. But therm is

smgle-best solution or a fit-all solut!on t(.) clensng.. n Pavan, K.K., A.A. Rao, A.V.D. Rao and G.R. Sridhar,
this study, we have proposed an intelligent clirsger 2010. Single pass seed selection algorithm for k-

algorithm that is based on the frame work of roagts. means.  J. Comput. Sci., 6: 60-66.
A more general rough fuzzy k means algorithm was  pQ|: 10.3844/jcssp.2010.60.66

implemented and experimented with different genepawlak, z., 1982. Rough sets. Int. J. Comput. mfor
expression data sets. The proposed algorithm RCGED Sgi., 2: 341-356. DOI: 10.1007/BF01001956

was also implemented and experimented with colorghi, P., 2009. Clustering fuzzy web transactionthwi
cancer gene expression datasets. A comparisoneof th  rough K means AST 09. Proceedings of the 2009

algorithms and their results were studied. The itgoze International e-Conference on Advanced Science
of upper and lower approximations of the roughteltss and Technology, Mar. 7-9, IEEE Computer Society
is optimized using DB index value. This algoritheems Washington, DC, USA., pp: 48-51. DOL

10.1109/AST.2009.23
Thilagamani, S. and N. Shanthi, 2010. Literatumvey
on enhancing cluster quality. Int. J. Comput. Sci.

to prove better than the other rough set basedecing
algorithms. As an extension of the current reseaiatk,
a toolkit that integrates and visualizes the resofita few

. . , Eng.., : 1999-2002.
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