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Abstract: Problem statement: Accurate weather forecasting plays a vital roleglanning day to day
activities. Neural network has been use in numernaseorological applications including weather
forecastingApproach: A neural network model has been developed for egebrecasting, based on
various factors obtained from meteorological experhis study evaluates the performance of Radial
Basis Function (RBF) with Back Propagation (BPNunaé network. The back propagation neural
network and radial basis function neural networkrevesed to test the performance in order to
investigate effective forecasting techniqiesults: The prediction accuracy of RBF was 88.49%.
Conclusion: The results indicate that proposed radial bagistion neural network is better than back
propagation neural network.
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INTRODUCTION data’s are plentiful. The second approach is based
equations and forward simulations of the atmosphere
Weather simply refer to the condition of air on and is often referred to as computer modeling. The
earth at a given place and time. The application oflynamical approach is only useful for modeling éarg
science and technology are to predict the statdheof scale weather phenomena and may not predict short-
atmosphere in future time for a given location @ s term weather efficiently. Most weather prediction
important due to its effectiveness in human lifesystems use a combination of empirical and dyndmica
(Cheng et al., 2010). Today, weather forecasts aretechniques (Moro Sanchabal., 2011).
made by collecting quantitative data about the enirr Artificial Neural Network (ANN) provides a
state of the atmosphere and using scientifiomethodology for solving many types of nonlinear
understanding of atmospheric processes to promet h problems that are difficult to be solved by traafithl
the atmosphere will evolve. The chaotic naturehaf t techniques (Shereef and Baboo, 2010). Most
atmosphere implies the need of massive computadtionaneteorological processes often exhibit temporal and
power required to solve the equations that desdhibe spatial variability. They are suffered by issues of
atmospheric conditions. This is resulted fromnonlinearity of physical processes, conflicting tsgda
incomplete understanding of atmospheric processeand temporal scale and uncertainty in parameter
which mean that forecasts become less accurateeas testimates. The ANN has capability to extract the
difference in time between the present moment bad t relationship between the inputs and outputs of a
time for which the forecast is being made increasesprocess, without the physics being explicitly pd®d
Weather is a continuous, data-intensive,(Veisi and Jamzad, 2009). Thus, these properties of
multidimensional, dynamic and chaotic process andANN are well suited to the problem of weather
these properties make weather forecasting a bifprecasting (Abd,2009). The main purpose is to
challenge. Generally, two methods are used forhesat develop the most suitable ANN architecture and its
forecasting (a) the empirical approach and (b) theassociated training technique for weather predictio
dynamical approach. The first approach is basethen This development will be based on using two différe
occurrence of analogs and is often referred byneural network architecture to demonstrate theablst
meteorologists as analog forecasting. This appragach one for this application. Back Propagation (BPNydfe
useful for predicting local-scale weather if recatd forward network and radial basis function network
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which were trained by differential evolution alghm  highly interconnected processing elements (neurtms)
are the selected architectures in this study. Témicb solve specific problems. Learning in biological teyss
architecture of the both Radial Basis Functions KRB involves adjustments to the synaptic connectiors th
neural network and multilayer feed forward neuralexist between the neurons. Neural networks havadoro
networks are given. These neural network architestu applicability to real world problems. In fact, thégve
are used as a prediction tools for the weathecésteng.  already been successfully applied in many industrie
(Dastoraniet al., 2010).
Weather forecasting system structure; Components The configuration of the neural network depends
of a modern weather forecasting system include théighly on the problem. Therefore, it is left withet
following modules: data collection, data assimiati designer to choose an appropriate number of input,
and numerical weather prediction. output and hidden layer nodes based on experience.
Thus, an appropriate architecture is determine@éah
Data collection: Observations of atmospheric pressure,application using the trial and error method. The
temperature, wind speed, wind direction, humidityla learning rate parameter and momentum term were
precipitation are made near the earth’'s surface bwdjusted intermittently to speed up the convergence
trained observers, automatic weather stations. The
World Meteorological Organization acts to standzedi Feed forward back propagation network: A typical
the instrumentation, observing practices and timofg neural network consists of layers. In a single llagle
these observations worldwide. network there is an input layer of source nodes amd
output layer of neurons. A multi-layer network has
Data assimilation: During the data assimilation addition one or more hidden layers. A multi layer
process, information gained from the observatians ineural network is displayed in Fig. 1. Extra hidden
used in conjunction with a numerical model moserec neurons raise the network’s ability to extract leigh
forecast for the time that observations were made torder statistics from (input) data. Furthermore a
produce the meteorological analysis. This is thet be network is said to be fully connected if every nade
estimate of the current state of the atmospheris. & each layer of the network is connected to evergroth
three dimensional representation of the distributtd node in the adjacent forward layer (Khan and
temperature, moisture and wind .The featuresCoulibaly, 2010). The network “learns” by adjusting
considered in this study are bar temperature, bathe interconnections (called weights) between kayer
reading, sea level pressure, mean sea level pegsiyr  When the network is adequately trained, it is able
bulb temperature, wet bulb temperature, due poingeneralize relevant output for a set of input d&a.
temperature, vapor pressure, wind speed, humiditwaluable property of neural networks is that of
cloudiness, precipitation, wind direction, wind egde generalization, whereby a trained neural netwark i
and for prediction of rain. It is easy to implememtd able to provide a correct matching in the form of
produces desirable forecasting result by trainihg t output data for a set of previously unseguimata.
given data set.

Numerical weather prediction: Numerical Weather Tl Hidden
Prediction (NWP) uses the power of computers toemak
a forecast. Complex computer programs, also knawn a
forecast models, run on supercomputers and provide
predictions on many atmospheric variables such as
temperature, pressure, wind and rainfall. A fortaras
examines how the features predicted by the computer
will interact to produce the day’s weather.

Output

MATERIALSAND METHODS }/ O
ANN is an information processing paradigm that is
inspired by the way biological nervous systemshsag
the brain, process information. The key elementisf
paradigm is the novel structure of the information
processing system. It is composed of a large number Fig. 1: Neural network architecture
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= Output y approximation, curve fitting, time series prediatio

- control and classificatioproblems (Park and Sandberg,
1991). In RBF networks, determination of the number
of neurons in the hidden layer is very importanteaese
it affects the network complexity and the genenatjz

Linear weights

Radial basis capability of the network. In the hidden layer, feac
functions neuron has an activation function. The Gaussian
. function, which has a spread parameter that canthal
Weights behavior of the function, is the most preferred

activation function (Ajeel 2010). The training
procedure of RBF networks also includes the
optimization of spread parameters of each neuron.
Afterwards, the weights between the hidden layat an
Fig. 2: Block diagram of a RBF network the output layer must be selected appropriatelyalfi,

the bias values which are added with each outpat ar
Learning typically occurs by example through tra@)i  determined in the RBF network training procedure.
where the training algorithm iteratively adjustseth RBF network is a type of feed forward neural networ
connection weights (synapses). Back propagationés composed of three layers, namely the input layee, t
of the most famous training algorithms for multé®y hidden layer and the output layer. A general block
perceptions (Omaima, 2010). BP is a gradient déscejiagram of an RBF network is illustrated in Fig. 2.

technique to minimize the error E for a particular A RBF network with m outputs arfddden nodes
training pattern. For adjusting the weightfvom the i- -5 pe expressed as:

th input unit to the j-th output, in the batched dao

Inputx

variant the descent is based on the gradiejﬁ(g/:lz] y, () =w, +iwiiq>(||v(t)—q (t)|) =1, (2)
ij j=1
for the total training set:
Considering this argument, the RBF network with

Aw; == +a* A, (n -1) (1)  additional linear input connections is used. Thappsed

network allows the network inputs to be connected

The gradient gives the direction of error E. Thedirectly to the output node via weighted connectiom

respectively (Omaima, 2010). Normally, the leagniate ~RBF model (Ghods and Kalantar, 2010). The new RBF
is held constant throughout the training. If tharféng ~ network with m outputs, n inputs, hidden nodes and
rate is too high, the algorithm may oscillate arddme linear input connections can be expressed as:
unstable. If the learning rate is too small, thgoathm

is slow to converge. The performance of the staepes = o o
descent algorithm can be improved by using an’ (©) =W +J_Z:1:)‘ii\'|(t) +§Wii¢(||v(t)_9 (t)lb 3)
adaptive learning rate, which will keep the leagnstep  ; _ ; , m

size as large as possible while keeping learniaglet
The learning rate is made adaptive to the compleit ) ]
the local error surface. If the new error exceéssdid ~ Where theA's and vI's are the weights and the input
error by more than a predefined ratio, the new ftsig Vector for the linear connections may consist aftpa
are discarded. In addition, the learning rate ignputs and outputs. Thes can be estimated using the
decreased. Otherwise the new weights are kephelf t same algorithm. As the additional linear conneation
new error is less than the old error, the learmiatg is  introduce a linear model, no significant computadio
increased. This architecture was used in the fafld load is added to the standard RBF network training
forecasting in many fields (Luo and Zhou, 2010). (Gorriz et al., 2004). Furthermore, the numbers of
required linear connections are normally much senall
Basic architecture of RBF: A Radial Basis Function than the number of hidden nodes in the RBF network.
(RBF) network is a special type of neural netwdr&tt In the present study, given least squares algorititm
uses a radial basis function as its activation ionc  additional linear input connection features is used
RBF networks are very popular for function estimate weight.
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Table 1: Percentage of classification of rainfglBPN and RBF

Percentage of correct
classification (%)

No of patterns BPN RBF

300 80.33 86.66

300 83.66 90.33
81.99 88.49

Weather forecasting
Rain

No rain

Overall Percentage (%)

0 BPNN

B RBFN

Percentage of correct
classifica

Rain Norain

Weather forecasting

Fig. 3: Performance of classification of rainfall

prediction by BPN and RBF
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Fig. 4: Overall percentage of classification by B&l
RBF

RESULTS

BPN and RBF are trained with sample of six
hundred patterns. The performance of the RBF is
compared with performance of the BPN for weather
forecasting. The training of RBF is faster compared
that of BPN. The classification to predict rainfédl
enhanced by RBN which is depicted in Table 1.
Performance of classification of rainfall predictiby
BPN and RBF is shown in Fig. 3 and 4.

DISCUSSION

collected from meteorological department, Kanya
kumari District. The data set contain many attbut
The basic input data for classification needs
preprocessing and the above attributes are pratésse
weather forecasting using BPN and RBF classificatio
Improvement of classification accuracy in weather
forecasting is an important issue. The factors
temperature, air pressure, humidity, cloudiness,
precipitation, wind direction wind speed of weather
forecasting are consolidated from meteorological
experts. RBF are trained with samples and outpigts a
namely no rain and rain.

CONCLUSION

Neural network has gained great popularity in
weather prediction because of their simplicity and
robustness. In this study, the performance of back
propagation neural network (BPN) and radical basis
functioned neural network (RBF) is compared. Back
propagation algorithm is too time consuming and the
performance is heavily dependent on the network
parameters. Compared to BPN, RBF gives the overall
best results in terms of accuracy and fastestitigin
time. RBFN are much faster and more reliable fer th
weather forecasting. These proportions make it more
effective for fast real time weather forecasting.
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