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Abstract: Problem statement: Image recognition was a challenging problem redeas had been
research into this area for so long especialhjherecent years, due to distortion, noise, segrienta
errors, overlap and occlusion of objects in digitahges. In our study, there are many fields cancer
with pattern recognition, for example, fingerprivgrification, face recognition, iris discrimination
chromosome shape discrimination, optical characteognition, texture discrimination and speech
recognition, the subject of pattern recognition epg. A system for recognizing isolated pattern of
interest may be as an approach for dealing withh saplication. Scientists and engineers with
interests in image processing and pattern recagnitave developed various approaches to deal with
digital image recognition problems such as, neuratwork, contour matching and statistics.
Approach: In this study, our aim was to recognize an isalgiattern of interest (fish) in the image
based robust features extraction. Where dependlom signatures that are extracted by RGB color
space, color histogram and gray level co-occurrenagix. Results: We presented a system prototype
for dealing with such problem. The system startgdatquiring an image containing pattern of fish,
then the image segmentation was performed relymgabor signature. Our system has been applied
on 20 different fish families, each family has #atient number of fish types and our sample cossist
of distinct 610 of fish images. These images aveddd into two datasets: 400 training images arfdl 21
testing images. An overall accuracy was obtaingdguback-propagation classifier was 84% on the
test dataset use@onclusion: We developed a classifier for fish images recagnitWe efficiently
have chosen an image segmentation method to fitlemands. Our classifier successfully design and
implement a decision which performed efficientlytivwaiut any problems. Eventually, the classifier was
able to categorize the given fish into its clusted categorize the clustered fish into its poisonan-
poison fish and categorizes the poison and nompdish into its family.

Key words: Neural network, image segmentation, RGB color speglor histogram, image analysis,
color signature, digital image recognition, poisomd non-poison fish, Back-Propagation
Classifier (BPC), Grey Level Co-occurrence MatBLCM)

INTRODUCTION studied. Various approaches in image processing and
pattern recognition have been developed by sctentis
Recently, a lot of works was done by depending orand engineers to solve this problem (Al-Ometrial.,
the computer; In order to let the processing timéé¢  2009; Chung and Micheli-Tzanakou, 2001). That is
reduced and to provide more results that are atxura because it has an importance in several fieldghis
for example, depending on different types of datmh  study, system for recognized of fish image is built
as digital image and characters and digits. Inotde which may benefit various fields, the system
automate systems that deal with numbers such amncerning on isolated pattern of interest, theuinp
Fingerprint  verification, face recognition, iris considered to be an image of specific size and drm
discrimination, chromosome shape discrimination,the image is processed and then recognized then give
optical character recognition, texture discrimioatand  fish into its cluster and Categorize the clustefist
speech recognition. And an automatic fish imagento poison or non-poison fish and categorizesnie-
recognition system is proposed in this study. Rigit poison fish into its family. The proposed system
image recognition has been extremely found andecognizes isolated pattern of fish as the systeomise
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an image consisting pattern of fish, then, the ienagl the classification of fish; they typically use smal
be processed into several phases such as pre girgres groups of features without previous thorough analys
and feature extraction before recognizing the patté  of the individual impacts of each factor in the
fish. The Back-Propagation Classifier (BPC) used fo classification accuracy (Alsmadi al., 2009; Leet al.,
the recognition phase. 2008; Tsai and Lee, 2002; Alsmadtiial., 2010).

Problem statement: The problem statement of this Related work: Selecting suitable variables is a critical
study extracted from the previous studies, severadtep for a successful implementation of image
efforts have been devoted to the recognition oftalig classification. Many potential variables may bedise
image but so far it is still an unresolved problédie  jmage classification such as shapes and textureitand
to distortion, noise, segmentation errors, ovedul  can be done by the feature extraction process. The
occlusion of objects in color images (Batial., 2008;  pyrpose of feature extraction is to determine thestm
Kim and Hong, 2009; Turabiehet al., 2006). relevant and the least amount of data representafio
Recognition and classification as a technique ghme the image characteristics in order to minimize the
lot of attention in the last years wherever manyyjithin-class pattern variability, whilst, enhancitige
scientists utilize these techniques in order toaeok  petween-class pattern variability. There are two
the scientific fields. Fish recognition and claissifion  categories of features: statistic features andcstral

still active area in the agriculture domain andfeatures. Feature extraction from an image is aomaj
considered as a potential research in utilizing thgyrocess in image analysis. An image feature is an
existing technology for encouraging and pushing theytribute of an image. Image features can be dledsi
agriculture researches a head. Although advancementto two types: natural and artificial ones. Theunal
have been made in the areas of developing real tim@atures are defined by the visual appearance of an
data collection and on improving range resolutlonsmage such as luminance of a region (Wasgal.,
(Patricket al., 1992; Neryet al., 2006; Alsmadet al.,  2005), whilst artificial features are obtained freome
2010), existing systems are still limited in thebility — manipulations of an image such as image amplitude
to detect or classify fish, despite the widespreachjstogram and filters (Petrou and Kadyrov, 2001).
development in the world of computers and softwarejmage analysis requires the use of image featumats t
There are many of people die every day because the¥pture the characteristics of the objects depisted
do not have the ability to distinguish between pois that they are invariant to the way the objects are
fish and non- poison. Object classification probkes  presented in the image. Historically, the proces o
at the core of the task of estimating the prevaenic extracting image features has been anthropocettic:
each fish species. Solution to the automaticfeatures calculated are defined in a way that captu
classification of the fish should address the folty  the attributes the human vision system would reizegn
ISsues as appropriate: in the image. Thus, features like compactness,

e Arbitrary fish size and orientation; fish size and brightness are features which have some physiadl an

. ) . perceptual meaning. It is not however necessaryhior
orientation are unknown a priori and can be totallytaatires to have a meaning to the human percejtion

arbitrary; _ order to characterize well an object. Indeed, festu
* Feature variability; some features may preseniyhich proaden the human perception may prove to be
large differences among different fish species more appropriate for the characterization of comple

» Environmental changes; variations in illumination structures, like the objects often one wishes emiidy
parameters, such as power and color and watgf an jmage (Szet al., 1999). Szeet al. (1999) and
characteristics, such as turbidity, temperaturet, N0zion et al. (1999) have proposed a classifier based on
uncommon. The environment can be either outdoogq|or and shape features of fish to deal with thaps-
or indoor o - based retrieval problem. They mentioned about the

* Poor image quality; image acquisition process camecessity of using shape and color of fish to $etire
be affected by noise from various sources as welfish database of Taiwan. The developed technique is
as by distortions and aberrations in the opticalypje to perform scale and rotation invariant maighi
system . . . between two fishes. A target object selected by a

e Segmentation failures; due to its inherent diffigul bounding rectangle has to be processed by a
segmentation may become unreliable or failforeground/background separation step. The target
completely object (foreground part) is then converted into a

o Curvature Scale Space (CSS) map. In order for
And the vast majority of research-basedperforming rotation invariant matching, The authors
classification of fish points out that the basiodlem in  further converts the CSS map into a Circular Vector
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(CV) map and then find its representative vect®ebla industry in putrajaya, Malaysia region currentliaet
on the concept of force equilibrium. After rotatitftie  database contains 610 of fish images. Data acqoined
representative vector into the canonical orientatio 22th August, 2008, are used.

every unknown object can be compared with the model

objects efficiently. An image-processing algorithm |mage segmentation: Image segmentation is crucially
developed by Ziomt al. (1999) and Shutler and Nixon gjgnificant for the successfulness recognition loé t
(2001), has been used for discrimination betweefmgage, it is still a dream for the computer to @sfprm
images of three fish species for use on freshw&Br p man natural ability for visual interpretation athdis
farms. Zernike velocity moments were developed b¥eare extraction still remains a challenging task
(Dudaniet al., 2000), to describe an object using not,iq 5 realms of computer vision and image anglysi

only its shape, but also its motion throughout mage . . :
as claimed by (Mercimekrat al., 2005).Classification The Image - segmentation based on color signatures
described in this study.

is the final stage of any image-processing systémra/ Color i : di . fh isual
each unknown pattern is assigned to a category. The olor is an important dimension of human visua
degree of difficulty of the classification problem perception that_allows d_lscr|m|nat|on and recogmitbf
depends on the variability in feature values fojeots wsugl information (Smith, 2002). Color features ar

in the same category, relative to the differendeveen  'elatively easy to extract and match and have been
feature values for objects in different categoriesfound to be effective for recognize and searchifig o
Mercimekmet al. (2005) and Guptaet al. (2007) and color images in image databases. One of the main
Lee et al. have proposed shape analysis of imafjes 8spects of color feature extraction is the choite o
fish to deal with the fish classification problemanew  color space. A color space is a multidimensionalcsp
shape analysis algorithm was developed for removingn which the different dimensions represent the
edge noise and redundant data point such as shatifferent components of color. Most color spaces ar
straight line. A curvature function analysis wasdiso  three dimensional.

locate critical landmark points. The fish contour According to studies of fish classification (Ne&tyal.,
segments of interest patterns were then extradeddo  2006) and fish biological (Keenleyside, 1979), dons

on landmark points for species classification, Whic and ventral colorations constitute very important

were done by comparing individual contour segmentgeatures that might be used to discriminate diffefish
to the curves in the database. Regarding the featugpecies.

extraction process, the authors tackled in theseaech
the following features: fish contour extractionsHi
detection and tracking; shape measurement ang
descriptions (i.e., shape characters (features), amd
caudal fin and size); data reduction; landmark {9in
landmark points statistics (i.e., curve segment o
interest). In their study, they have chosen nirecss
of fishes that have similar shape characters amdottal

rey level co-occurrence matrix: The Grey Level Co-
ccurrence Matrix (GLCM) (also called the Grey Tone
Spatial Dependency Matrix) is a tabulation of how
Pften different combinations of pixel brightnesdues
(gray levels) occur in an image. The GLCM described
here is used for a series of “second order” texture

of features was nine features. Also, they recommend calculations. First order texture measures do not
that the decision tree is considered as a suitablmod  consider pixel neighbor relationships, while Second
to obtain high accurate results of fish images tase order measures consider the relationship between
the common characters used, such as: caudal, adal agroups of two (usually neighboring) pixels in the
adipose fin. Furthermore, the authors claimed that original image. Third and higher order textures
number of shape characters needed to be used and h&easures (considering the relationships among three
to use them depending on the number of species antiore pixels) are theoretically possible but not
what kind of species are required by the systerheto commonly implemented due to calculation time and
classified. Their experiments conducted 22 fishgesa interpretation difficulty. In our study we employée
that belong to 9 species, where the detection ptage  second order textures measures (Benco and Hudec,
of the classification process was 90%. 2007), but to extracted the statistical featuremfcolor
histogram relying on color signature of fish images
MATERIALSAND METHODS
Extracted features calculations based on color
This study had focused on 610 images of fishsignatures: In the color signature extraction, five
which collected from Global Information System (GIS distinct steps occur in processing. The first &sithage
on Fishes (fish-base) and department of fisherieacquisition. It is imperative that images to behagh
Malaysia ministry of agricultural and Agro-based quality color, which included in the database of ou
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study and typically this study is dealing with dai

The extracted features by GLCM's through color

images. The second step subtracted a crop outaventrhistogram were standard deviation, homogeneity and

part from the pattern of interest (fish). The thétép is
the extraction of the color value from capturedpcro
using RGB color space, which is represented axect

in the form of 3D-RGB color space. Since the color

histogram technique just deals with 2D matrix. Efae,

energy. The final step is to store the obtainedufea
from color signature. The pseudo code of the etd¢rhc
features from color signature is shown in Fig. 1.
Eventually, fifteen color signature features have
been calculated from the color histogram. Whereseho

the RGB matrix has been discomposed into thredft€en features are divided into 3 groups coverailg

individual matrixes (R, G and B) as shown in Fig. 2

The fourth step, the color histogram is obtaine
from each R, G and B color matrixes. The fifth step
commenced after obtaining the color histogram, th
color signature features are calculated dependinip®
Grey Level Co-occurrence Matrix (GLCM) including
three features. Furthermore, the median value hed t
variance value are obtained directly from the colo
histogram.

Step 1:
Step2:

Digital fish image acquisition

Subtracted a crop out ventral part from the partem of
interest (fish pixels)

Extraction of the color value from captured crop
using RGB color space

Discomposed RGE matrix into three individual
matrixes (R, G, and B)

Color histogram is obtained from each R, G, and B
color matrixes

Is commenced after obtaining the color histogram,
the color signature features are calculated depending
on the Grey Level Co-occurrence Matrix (GLCM)
including three features (Standard deviation,
Homogeneity, Energy) and (the median value and
the variance value) are obtained directly from the
color histogram.

Fifteen different image quality features have been
calculated

Store the obtained features in the data storage.

Step 3:
Step 4:
Step 5:

Step 5:

Step 6:

Step 7:

Fig. 1: The pseudo code of the extracted featuas f
color signature color signature

Crop out the ventral part of
pattem of interest {fish)

Color extractionusing RGE color space

! , !
L= | =] [ % ]
— ! i

:

Features extraction
GLCM features
(1. Standard deviation
2. Homogeneity 3.Energy) 4. Median 3. Vanance

Database of fish features

Fig. 2: Extracted features model from color signatu
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three individual color histogram matrixes (R, G @&)d

deach matrix contains 5 common features with differe

values. Figure 2 illustrates the complete procels o
features extraction based on the color signature.

Neural network model: The multilayer feed forward
neural network model with Back-Propagation Classifi
(BPC) for training is employed for classificaticask as
shows in Fig. 3, which illustrates our implemented
neural network contains three layers which ardrtpat
layer, the hidden layer and the output layer. The
number of neurons is varied from layer to another
(except The output layer consist of 20 neuronsesine
need to classify 20 fish families [1, 2,..., 20], baxf
which correspond to one of the possible family’atth
might be considered) in order to determine theabigt
number of neurons for both input and hidden layers,
therefore, obtaining high accurate results.

The developed Back-Propagation Classifier (BPC)
is trained with Termination Error (TE) 0.01 in 411
epochs the value of learning constant (Learninge Rat
LR) used is 0.1. In our experiment we built the na¢u
network with number of input features, three layend
different numbers of neurons in order to achieve ou
goal. The following Table 1 shows the number ofuinp
features and number of neurons for each layer that
determined experimentally.

Neural network models have been successfully
applied in a number of research works in different
domains. For example, (Haidsral.2008) applied a

Output
Hidden layer

Fig. 3: Multilayer feed forward neural network mbde
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Recogmtion of color signature features Table 2: Description of the overall accuracy ofrtireg and testing
SRPC EHOAOD-BEC SHOGASS-EPC - Bz Description Results
- H_U | Overall training accuracy 86%
b 2a : H Overall testing accuracy 84%
| I a3 gz B¢ 84 B4 ., 84 34 8_5 1 I 24 I
| || I ] | || I | I I | | | | | We have considered different fish images families,
E i §EE£:i¢f¢& obtained from Global Information System (GIS) on
! I | | | | | | | | | | | | | | | Fishes (fish-base) and department of fisheries. For

experimentation purpose 610 hundred fish images
families are considered, 400 fish images for tragni
and the rest 210 for testing. Table 2 describes the
overall training and testing accuracy obtained dase
robust features extracted from color signaturesgusi

Fig. 4: lllustrates the accuracy of recognitiort tesults BPC.
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for each fish family based on the color signature !N addition, the problem in fish recognition is to
_ find meaningful features based on the image
iab_'e, 1: Number input features and neurons for &agr segmentation using color signature of fish images.
raining e e - :
classifier NO. Neurons in layers efficient classifier that produce better fish image
Back-propagation ~ Number of recognition accuracy rate is also required. As e
classifier input features Layer #1  Layer #2 La#@r

in Table 2 the overall training accuracy equal8686
and the overall testing accuracy equals to 84%.
neural network for Vulnerability Assessment of Powe

System Using Radial Basis Function Neural Network DISCUSSION

and a New Feature Extraction Method, (Effeadal.,

2010 lied | network for Grading Jatroph - :
curca)sili—!iﬁi{g MgtSﬁtl;ra hetwork for Lrading Jatropha previous studies such as (Neegy al., 2006)

performed fish recognition based on color signaure
Experiment resultss As we shows in Fig. 4, the extracted only from the ventral part of the fish.
accuracy of recognition test results for each feghily ~ According to studies of fish biologists and claissifion
(20 families) based on the color signature feajwich  (Keenleyside, 1979; Nergt al., 2006), the ventral
are vary from a family to another. From the Figthe  colorations constitute are very important featuttest
obtained results by the BPC indicate a high acqueiic  might be used to discriminate different fish spscie

15 23 30 20

each fish family's recognition percentage, which li In the other hand; Colors of the ventral partdish
between 81% as minimum percentage of accuracy angre the differentiation between the poison and non-
92% as a maximum percentage of accuracy. poison fish families, where the poison fish fanslieas

Some of the results obtained by the BPC (formany appearance different color in the ventral part
instance) are close to the minimum percentage, (e.gshow in Fig. 5a and each color have its majoritylike:
Sillaginidae) are due to the color features sirtigs  the non-poison fish families, where they has onevor
(e.g., Stromateidae). For both methods, this caases different appearance color in the ventral partisii fas
noise identification interruption to the neuralwetk to  show in Fig. 5b.
classify properly. However, in the other hand, some Based on this fact, this information is used iis th
families share the same color features with eabkrpt research by assigning to each fish families a color
but each one has its own species-specific traikés T Signature which is the color ventral region of ffsh.
enables the neural network to recognize the resgect This is done by subtracting a crop out from theeuas
family easier, for example, some of the poisondish of interest (fish image). Figure 5 shows a sample
have the same color features with other non-poisonentral part of fish image families (poison and non
fishes in the ventral part, such as the Istioptamidnd poison fish) crop out from fish images used in this
Porcupine (poison), which both families classifigith study. Figure 5 indicate 2 poison fish families ahd
the same classification accuracy equals to 84% agon-poison fish families. Figure 5 shows the
shows in Fig. 4. differentiation of color signature among poison and

non-poison fish families and among each family bHase
RESULTS on color of the ventral part of fish. This helps tos
categorize the fish images into poison and noneoois

The methods have been implemented in MATLABfish and categorize the poison and non-poisonifigh
programming language on a CPU Core 2 Duo 2.33 GHZ.its regarded family.
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