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Abstract: Problem statement: The main objective of this study is to develop acrémental
clustering algorithm that can handle numerical all as categorical attributes in a given datashe T
authors have previously reported a cluster feabased algorithm, CFICA that can handle only
numerical dataAppraoch: Since many of the real life data mining applicasiavork with datasets
that contain both numeric and categorical attriutieere is a need for modifying the earlier aldponi

to handle such mixed datasets. The core ideapsofmose a new distance measure based on the weight
age which is automatically generated and applyoitiicremental clustering algorithms. The
incremental data points are handled in two phdsethe first phase, k-means clustering algorithm is
employed for initial clustering of the static dadalin the second phase, the designed distance maeasu
is used to generate the appropriate cluster foimtremental data points. The combination of the tw
has proved to be more effective in handling mixathdets. Clustering accuracy, clustering error and
the computational time of the proposed approacte lieaen evaluated with different k values and the
thresholds. Variation of threshold values showetteberesults in terms of accuracy for different
datasetsResults: The clustering error in this approach reduced dsrably with different k values
and thresholdsConclusion: The results ensure the efficiency of the propagggroach in handling
real mixed datasets composed of nhumerical and catad)attributes only.

Key words: Data mining, cluster feature, centroid, farthesighleor points, mixed attributes,
numerical attributes, categorical attributes, inzeatal clustering, k-means

INTRODUCTION McKay, 2006). It is desirable to perform updates
incrementally by considering only the old clustarsi

the data inserted or deleted rather than emplotfieg
clustering algorithm to the (huge) updated database
(Martin et al.,, 1998). An incremental clustering
algorithm is capable of competently handling therev
gncreasing existing databases

In this study, we have presented an approach, M-

The process of categorizing a group of objects int
various subsets such that objects of the sameeclast
highly identical to each other is known as Clusigri
(Seokkyung and McLeod, 2005). Clustering is an
important process for condensing and summarizin
information because it is capable of providing acpsis
(r);trgg\?al,s'[\?vreet? pgggas' gl:gig?n;?gﬁgg:’;&égiﬁmr&FICA that efficiently gxtends the C_FICA approaph
scientific and engineering analysis are some of théS_qWJanya a_nd _Shash|, 2010) to mixed _data. First,
applications of clustering (Pham and Afify, 200ppta  Nitial clustering is performed on the static dais®
clustering is both an essential data mining teamigpr ~ USING @ partitional clustering technique along wath
knowledge discovery as well as a competent metbod f d_ewsed distance ‘measure. In initial clusteringe th
data analysis. Designing a new clustering algoritam distance measure is separately computed for nuateric
essential for handling the problem of continuousipiag attrlbl_Jtes as well as categorlcal attributes ands it
raw data sets into available huge databases agtpises ~Ccombined with the automated weightage method. Then,
data C|ustering from scrape whenever there is ditiGal cluster features that contain centroid and farthest
of new data instances into the database. This delndan  Neighbor points are computed for every cluster
be avoided by designing a clustering algorithm thaidentified by the initial clustering process. Theme
functions incrementally (Chien-Yu et al., 2002). identify the appropriate cluster for the increméntata

At present, huge size dynamically changingpoints using an effective distance measure that is
databases exist in almost every organization (B ancomposed of the three distance values in between th
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points namely, centroid, farthest neighbor and rnicay X ¥ X Y X z Y

data. With the help of computed distance values, w(x="s S 5o wn S Sog o"a 064 8%
. . . L % IO 2 % IO 230, 2% 0 S

can find whether the incoming data point is to bdeal He gt WA He gt ® st A 090

to existing cluster or to be formed as a new cluste A/A Anp

Subsequently, the cluster feature is updated wipect ‘ 8,84

to the incremented cluster and the merging pro@edur z
can be done once we process a set of incrementtal de
points. This procedure is iteratively done for edela

points presented in the incremental database 9o as

X Y
] (LX)
obtain the resultant cluster. ol 0%:%
Challenges: Incremental clustering of mixed data: M ¢
Majority of the clustering methods are based on the N
use of a distance measure defined either on nuaieric 4
attributes or on categorical attributes. Howevaer, i @ (g‘) ©

various applications, databases are composed
numerical as well as categorical attributes. Hetloe,
designing of an algorithm adaptable for mixed data
an indispensable one. Along with, the handling of

mlxe_d_ data for clustering IS a challenging ‘a§". "M\ -cfica: There are plenty of clustering algorithms in
obtal_nlng the bettgr C"%Ste””g accuracy. EX'St.'ngthe literature due to its wide applications. Bugstof
solutions for clustering mixed numeric and catetdlri e clustering algorithms are used for clusterihg t
data fall into the subsequent classes (Chien-Yal.et static database containing only the numericalbatteis.
2002): (1) Apply the distance measures utilized injn recent times, data mining community turned their
numeric clustering for calculating the closenessfocus on incremental clustering of dynamically ueda
between object pairs by encoding nominal attributedata points that contains numerical as well as
values as numeric integer values, (2) Apply categbr categorical attributes. So, we have presented an
clustering algorithms along with discretizing the incremental clustering approach to mixed taskts.
numeric attributes and (3) Generalize the criterion Here, we have designed a distance measure
functions devised for one type of features to hand|smtaple for _numerlcal and cate_gorlc_al attrlbu.tes f
numeric and non-numeric feature values. Howeverhandling of incremental data points in clusterirg.
when designing an algorithm appropriate for mixedlr'st: we apply clustering algorithm that employet

data, a new distance measure should be proposed §Fique of K-means clustering algorithm for aiti
rouping. Then, the devised approach capable of

thqt a new di;tance measure is designed basedeon tElustering mixed data is applied to the incremedtth
we|ghtage_yvh|ch IS automatlcally generated. . points. Let D andAD be the static and incremental
In addition to, by taking the distance measure int yaianase containing mixed data. The goal of thpose
the incremental clustering problem is a core idethe 550401 s to find the clusters in the databas@D, in
proposed approach. According to it, we redefine thgypic the data points from the incremental datad3e
distance measure and apply it to incremental aiwgfe 5o\ hqated over time. The procedure employedhfer t

algorithms. In increme_ntal database, mixed datatpoi roposed incremental clustering approach to mixed is
XA are added over time. These changes should t%scussed in the following sub-sections

reflected in the resultant clusteg @ithout extensively
affecting the current clusters, By considering, there |nitial clustering with static database: At first, the
are three pOSSIbIIItles that should be taken imimoant C|ustering is performed on the static Database (D)

Fig. 1: (a) Adding to the existing cluster, (b) Fation of
a new cluster, (c) Merging of closest cluster pair

of incremental clustering of mixed data. where the data points do not change over time. Here

Case 1: Adding with the existing cluster (shown infOr clustering the static Database (D) we make afse
Fig. 1.a). the k-means clustering algorithm so that, k numifer

Case 2: Making a new cluster (shown in Fig. 1.b). clusters are obtained. Let the static data base,

Case 3: Possibility to merge the existing clustengn ~ Dcontaining of m data points with mixed attribugs
updated points are in between the existing twoZz -+, Zn SO that each data point is in R, the problem of
clusters (shown in Fig. 1.c). Cluster ‘X’ and finding the minimum variance clustering of the
‘Y’ are the initial clusters Z is the new database into k clusters is none other than idemgjfk
incoming data points centroids {¢ (I = 1,2,...,k) in R whereas:
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dS =dS (¢ X)); dS=dS (QX,); dS=dS (¢ Q)

Where:
ls minimized, where d {zc) denotes the distance dS (¢, xa) = Dissimilarity measure between the points

between zand ¢ The points {g (i =1,2,...,k) are cluster G .an.d A .
centroids. We compute k cluster centroids, in whiteh S (Q Xa) = Dissimilarity measure between the points

18 .o

mean squared error, MSE between a data point and it Qi_ and A )
nearest cluster centroid is minimized. dS (¢ Q) = Dissimilarity measure between the points
Steps: ¢ and Q

« Initialize k centroids, one for each cluster Then, the weightage is automatically found based

« Compute the distance d;,) of each k centroid on the number of numerical as well as categorical
with data points @n D d (z,c) = (a*E (z,6)) +  attribute in the dataset:

(*dS (7,6)) o |
»  Assign data point; 2o cluster¢whose distance is less a=—B= _n
» Update the k centroids based on the memberships [+n" I+n

of new clusters. (Here, the centroid for the

: - ) ) . Where:
numerical attributes is obtained by taking the ™ . . .
average of the relevant attribute value within a- = Total number of numerical attributes in theasat

cluster. For categorical attribute, the relative™ = Total number of categorical attributes in thtadet
frequency of every category Within th_e cluster_ is _ 0 . _
computed and the category with high relative  Hence, the dlS'&’:lnCerA is calculated using the
frequency of ‘n’ categorical attributes is chosen f following equation by making use of numerical
the new centroid) . distance, categorical dissimilarity and weightagbe

* Repeat Step 2-4, until there is no movement of the, ,ser quality of the proposed approach is entnce
data points in between the clusters . . . .

extensively if these three measures are includiedire

Distance measure to find the nearest cluster of  distance value for finding the suitable cluster:

incremental data points. Developing an effective

clustering algorithm needs a very effective distanc DU,, = (a*dy+ B* dgy) + (( @*cbt p* dS,)

measure to identify the most relevant cluster. Be, x (%t p* dS;))

make use of the distance strategy that computes the

distance values for both numerical and categodeté MATERIALSAND METHODS

separately to find the suitable cluster for an moa Applying designed distance measure to handle
data point. Here, the distance measure employefhcremental data points: The incremental database
depends on the centroid c, farthest neighbor @@iahd  AD. consists of t data poiNtS\X Xa2 . Xael < j < t;
the incoming data pointyxrather than the mean point. Initially, we attain a set of cluster given as, C =
The numerical distance measure is computed for th{?cl,oz...ck}; 1< i <k from the initial clustering
following three set of points: mean and incomingada algorithm by inputting the static database D. THen,
point (G x, ), farthest neighbor point and incoming dataeach initial cluster computed by the initial clusig
point (Q X, ), mean and farthest neighbor point@),  algorithm, we compute the cluster featut&yj of the

Susing Euclidean distance measure: mixed data. The cluster feature of the initial thus for
_ the mixed data contains centroid and p-farthest
D1= B (ci, xA); dz = B (Q Xa): 6 = Eo (6, Q1) neighbor points. The cluster featufg, is represented;
Where: @ ={c, g% I <j<p, where Cis the centroid of
Ep (G Xa) = Euclidean distance between the the cluster Cand q(”DD gives the p-farthest neighbor
points ¢ and % points of cluster CThe p-farthest neighbor points of the
Ep (Q Xa) = Euclidean distance between thecluster ¢ are computed as follows: The distance in
points Q and % between every point presented in the clustewi@ the
Ep (6, Q) = Euclidean distance between the centroid of the relevant cluster is computed using the
points ¢and Q distance measure described as follows:

Then, the categorical dissimilarity is computed fo
the same set of data points: d(z, ¢) = (a* B> (, 6)) + (3*dS (3, ©)
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Subsequently, we sort the data points
descending order based on the measured distange val
Then, from every cluster, we select the top p-fsth
neighbor points that are known as p-farthest neighb
points of the cluster dq%; i < j < p) with respect to
the centroid value;c

Case 1. Adding to the existing cluster: After
computing the cluster feature of every cluster, stat
to group the dynamically updating data points pmees
in the incremental databagseD. For the incoming data
point x,, we find the farthest neighbor poi@t that is
nearer to the incoming data point Msing p-farthest
neighbor points. To identify the farthest neighpoint

infeature is comPuted for the incremented clustér C

given as, Clg = {c,qY i <j < p. The same
procedure is repeated for all the data points & th
incremental database and those points are added to
existing or forming as a new cluster.

Case 3: Merging of closest cluster pair: The merging

of cluster pair is carried out only whep, jpumber of
data points are processed with the above two cabes.
motivation behind this process is that a non-optima
clustering structure may be obtained during the
incremental clustering process. In order tackles thi
challenge, the merging process is utilized heréeéa
the incremental clustering process with good chirsge
accuracy. In addition to, it can provide a reastmab

Q, we find the distance in between the p-farthesnumber of clusters by reducing the clustering erfbie

neighbor points and the incoming data point ushmgy t
distance measure given as follows, gXqQ = (a*E> (q;,
Xa)) + (B*dS (g, Xa))-

The distance d (gx,) is computed for all p-
farthest neighbor point with incoming data point and
we sort the p-farthest neighbor points with thephef

computed distance value and thereby, we choose one

point, named as farthest neighbor pointtigat has the
minimum distance. Later, the devised distance nreasu

DY, is computed based on the centroid, farthest
neighbor point and incoming data point. The same

procedure is repeated for the every clusteoltained
from the initial clustering process. After that,eth

incoming data point & is assigned to the cluster C °

only if (1) the calculated distance’R, is less than the
predefined threshold level,{Nthe calculated distance
should be minimum distance for the clustgr C

Case 2: Formation of a new cluster: The new cluster
from the existing one is formed only if the abowet
conditions is not satisfied with the incoming datant
so that, the number of cluster is incremented wiik.
Then, if the incoming data point,Xs added to the
existing cluster or formed as a new cluster, tisa@uld
be update the cluster featureCfer further processing
the mcommg
feature Cly ' of the incremented clustel’!Gs carried
out by: 1) computing the centroid of the increneeht
cluster @ (2) identifying the p-farthest neighbor points
of the incremented cluste"CHere, the centroid of the
incremental cluster for the numerical
computed by taking the average of it. For categbric

attributes, the relevant frequency is found out and’
chooses the highest relevant frequency category as

centroid value. Then, the distance measure;,dzjcis

data points. The updating of cluster

attributes is

merging of two clusters can be done utilizing thester
feature Cly of the identified clusters after processing
‘t, number of data points. The steps used for merging
strategy are:

Compute the distance d (ci, cj) in between the
centroid of the cluster with other cluster

Merge the cluster pair whether the distance d (ci,
cj) is less than the merging threshold leve}, M
Re-compute the centroid of the merged cluster.
(Here, we take the average for numerical attribute
and for categorical attribute; we select the catggo
which has highest relevant frequency)

Repeat step (i) to (iii) until no cluster pair is
merged

Finally, the resultant cluster RCis obtained after
processing all data points in the incremental de@jpAD

RESULTSAND DISCUSSION

The performance of the proposed approach is
evaluated on Zoo dataset and the Flags dataseg usin
Clustering Accuracy (CA). The evaluation metric dise
in the proposed approach is given below,

1T
NPIRS

Clustering Error,CE= 1- CA

Clustering Accuracyca =

Where:

Number of data points in the dataset
Number of resultant cluster

Number of data points in both cluster
its corresponding class

computed for every data points in the incremented
cluster & with the updated centrofd From the sorted Z00 dataset : consists 101 instances of animals with 17

list of data points, we take a new set of top phkest  features and output classes of 7. The first atteibis
neighbor points in such a way that the new clustename of the animal.
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Fig. 2: Clustering accuracy with different k valuies
Zoo dataset
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Fig. 3: Clustering accuracy with different k values in

flags dataset
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Fig. 4: Clustering error with different k values in Zoo

dataset
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Fig. 5: Clustering Error with different k values in
flags dataset

It possess 15 boolean characteristics represething
existence of hair, feathers, eggs, milk, backbbins, tail,
whether airborne, aquatic, predator, toothed, besat
venomous, domestic, cat size. The character d#ribu
represents the amount of legs in the set {0, 2, @, 8}.

Flags dataset: Possess the facts of 194 nations and
their flags. There exist 30 attributes, like name,
landmass, religion, color in the top-left corner tbhé
flag, etc, among them 10 are numeric-valued andrsth
are Boolean- or nominal-valued.

The evaluation results, clustering accuracy,
clustering error and the computational time of the
proposed approach are plotted as a graph and simown
Fig. 2-5. These results have been evaluated with
different k values and the thresholds.

The accuracy of the proposed approach with
different datasets produces better results by mgrthe
threshold value and the merging threshold. While
varying the k values for different thresholds, the
accuracy of the proposed approach produces almost
similar results.

The clustering error of the proposed approach
gets comparatively reduced with different k values
and the thresholds.

CONCLUSION

This study presents an efficient cluster feature-
based approach to incremental clustering of mixagd.d
The proposed approach contains two phases - initial
clustering and incremental clustering. K-means
algorithm is used for initial clustering, in whidhe
automatic weightage is assigned for numerical and
categorical attributes in finding the distance ealu
Then, an effective distance measure comprisingreft
distance values is employed to find the relevanstelr
of the incremental data points. Real mixed datdgeds
Zoo dataset and Flags dataset are used to andlgze t
performance of the proposed approach in terms of
clustering accuracy and computation time. The tssul
ensure the efficiency of the proposed approach.
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