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Abstract: Problem statement: Discrete systems have been modeled by using QydDdferential
Equation (ODE) in which the variation of concentratof an object was modeled as continuous and
deterministic manner, contrary to the real behavadrsuch systems. Although, this approaches able t
generate the general behavior of the system, theifgpdiscrete processes and stochastic behawiors
the system have not been addressed. Membrane dompas been an unconventional computational
approach that provides a platform for modeling itz systems. It deals with parallel, distributed a
non-deterministic computing model&pproach: This study was carried to compare the ODE with
membrane computing approach in modeling a dis@gtéem by taking Prey-Predator population as
the case study. Membrane computing simulator baseGillespie Algorithm and Probabilistic and
Symbolic Model Checker (PRISM) were used to vedfid validate the modeResults: Membrane
computing able to not only maintain the dynamicd aquilibrium of Prey-Predator population but
also preserve the discrete and stochastic evolveofethe prey and predator in the population by
sustaining the properties of the syste@onclusion: Membrane computing modeling approach
preserved the characteristics of discrete systhatsabsent in the ODE approach.

Key words: Membrane computing, prey predator population, rdigecsystems, modeling approach,
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INTRODUCTION which ignores the behaviors of discrete systemdfits

Jong, 2002). Membrane computing has been idehtifee

Membrane computing (Paun, 1998) is an area 0%1 alternative to address these limitations.
computer science that abstract computing ideas an Prey-Predator population (Jonesal., 2003) is a

models f_rom the structure ".md the functioning u_ing discrete system that has been modeled in ODE. The
cells. This mechanism provides a platform for miodgl same model can be represented in membrane
discrete systems in which a membrane delimits g P

compartment from its external environment and plesi computing by using rewriting rules. The model is

local environment that regulates specific processes simulated  with mgmbrgne computing S|mula.t|on
The processes evolve in parallel and nonStrategy based on Gillespie algorithms (Gillesp@)1;

deterministic way in which all evolution rules are Muniyandi and Abdullah, 2010). The properties oéyr
simultaneously applied to all the objects. ThePredator population are ver_|f|ed with Probabilistic
computation halts to produce output when no rule igModel Checker (PRISM) (Kwiatkowsket al., 2002;
applied. The discrete characteristics of membranduniyandietal., 2010). The results are compared with
computing allow the dynamic systems evolve in @icr ODE approach to certify the capability of membrane
steps according to the processes. computing in modeling discrete systems.

However, some of the discrete systems have been
represented in Ordinary Differential Equation (ODE) Prey-predator population: The Prey- Predator model
(Blanchard et al., 2006) which has continuous and is a biological system that describes the dynarics
deterministic evolution strategy. This approachdtasvn  Prey-Predator population. In this model, the food
limitations when the variation of concentration af  supply of prey species is assumed to be abundaht an
object is modeled as continuous and deterministionar, no threat to its growth. Meanwhile, the only food
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supply of predator species is the prey to deternitse The ODE model of Prey-Predator population in
growth. The interaction between prey and predatdoi Fig. 1 is simulated by ODE simulation approach éon

maintain the equilibrium of Prey- Predator popuaiati et al., 2003). The simulation in Fig. 1 shows the
over time. The prey species could grow exponestiall ysgillations of the prey-predator model simulated b
with its unlimited food supply but the predator sie8  SpE for 60 time steps for x = 200 and y = 80 with
act to counterbalance the prey growth rate. Theeefo . i constants k1 = 1. k2 = 0.01. k3 = 0.05 &ad

two assumptions formulated for this model to_ 0.005. The result simulated by ODE as shown in

maintain the equilibrium of the population. Firdte . A .
size of the prey and predator population is reldted Fig. 1 has captured the oscillation .b?hf"“"or ofypre
predator model. It has a deterministic pattern of

the rate at which predator encountering prey. Sécon S B o
the predator has to lead to natural death which i@scillation at each cycle of the oscillation witilefd

related to a rate of fixed proportion. peak and dip at each cycle.
Based on the assumptions, the rules in the prey
predator model are interpreted. First the rule dier MATERIALSAND METHODS

prey in which the change in the number of prey is

specified by its own growth minus the rate at whitde ~ Reactions and parameters: The case study of Prey-
preyed upon. Second, the rule over predator signtfie ~Predator population is taken from Joreesal. (2003)
growth of the predator population in which its gtvis ~ research paper it is modeled by using ODE approach.
not necessamy equa| to the rate at which it coresuthe The number of initial SpeCieS, reactions of thesudnd
prey but there is another rule of exponential detay Parameters involved in the system are extractenh fro
represent the natural death of the predator. the ODE of the Prey-Predator model.

The ODE model of prey-predator population: The  Kinetic constants and initial multisets: The selection
ODE of Prey-Predator model is represented by agfair of initial multisets and the kinetic constants dome to
first order, non-linear, differential equations rfidset  determine the computation in membrane computing of
al., 2003). The interactions between prey and predataPrey-Predator model. This basically is an attenmpt t
determine the number of prey and predator at certaigain the behaviour of Prey-Predator populationuho
time step in the system. Prey-Predator populat®n imembrane computing model and compared it to the

modeled in ODE as Eq. 1 and 2: results achieved through the ODE model of Prey-
Predator population. Subsequently the membrane
ax _ KX — kXY (1) computing model is analysed whether it could preser
dt the stochastic characteristics of the Prey-Predator
4y population. The value of initial multisets and Kine
T KXY —k,Y (2 constants for membrane computing simulation stiegeg

are determined through black box testing (Beiz885)

in which the inputs are selected based on the éghec
Y represents the number of predator and Xoutput of the system. For instance, the initial tinets
represents the number of prey andKs ks and kg are  anq kinetic constants extracted from the ODE made!
the kinetic constants. taken as initial test cases with Gillespie Simulafthen
these test cases are adjusted accordingly to determ
220 1 the appropriate amount of initial multisets andekio
200 / / constants needed to preserve the stochastic beinafio
izg ] membrane computing model. The best kinetic constant

are chosen when the oscillation of Prey-Predator

Prey (X) Predator (Y)

140

,_ 120 ] population is obtained. The chosen kinetic constéort
* 100 ] are 10, 0.02 and 15, respectively, when the initial
80 numbers of preys and predators are fixed at 10@0 an
jg ] v 200, respectively.
? 0 10 2 00 40 50 60 Modeling: The objects, reactions and parameters
Time extracted from ODE model of Prey-Predator poputatio

are utilized in membrane computing modeling Prey-
Fig. 1:Oscillation of the prey-predator model siated  Predator population by using membrane computing
by ODE formalism outlined by Muniyandi and Abdullah (2009)
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Simulation: Gillespie Simulator is used to simulate the The growth of Prey: In differential Eq. 1, withte
membrane computing model of Prey-Predatork,, amount of X is increased and this process will
population. Firstly, the membrane computing model i contribute to the growth of X in the system. Thisgess
converted into the notation of system biology marku can be concluded in rewriting rule as follow Eq. 3:
language which describes the components of the

biological system. Then, the simulator will spedifhe X O X+ X 3)

list of compartments and the structural hierarchyg a -
the initial amounts of the objects from the SBML
n_otations. This_ is the initial state of the syst_amj is two amount of X with the rate of, at time step t.
given to the simulator to produce an evolution loé t

objects over simulation steps. The membrane The _reduc_tion of Prey: In differ_ential Eq. 1 this
computing simulation results using Gillespie altfari process is activated by rate of. The interactiomvben

are compared to the results of ODE approach. X anq Y with rate in th? Eq. 1 will decrease theoa_nrt
of X in the system. This process can be represented

Model checking: PRISM (Kwiatkowskaet al., 2002) is  rewriting rule as Eq. 4:

used to model check membrane computing model of

Prey-Predator population by specifying the progsrti .\ je.y 4)

of the system. PRISM is a probabilistic model clezck

that represents a technique to formally verify  |n the reaction, the interaction between one arnoun
quantitative properties of a stochastic systemuBing  of X and one amount of Y depletes one amount of X
the concept of rgwards, PRISM is used to specifytan 1 y unchanged, with the rate of at time step t.
analyze properties of Prey-Predator. The rewards ar  tpe growth of Predator: In differential Eq. 2 this

analyze;jtr¥vith the dR{HIM t%:’) [ITT]’t where M is tge process is activated by rate of. The interactiomvben
hame of Ihe rewaras, 1 1S the instantaneous revamds v 4,4 v in differential Eq. 2, will increase the aomt

T is the time steps. Given a membrane computin . . .
model of Prey-Predator population, the model isetks of Y.W'th the rate of. T_h's process can be repreesem
automatically to ascertain whether it meets thereWrItIng rule as Eq. 5:

specification of the system. There are four stepthé

model checking process. First, the properties e t X+YOE-X+Y+Y ()
Prey-Predator population are obtained from the o )

behavior of this system. Second, the membrane In the reaction, interaction between one amount of
computing model is translated into PRISM formalism.X and one amount of Y with the rate of, X is remain
This translation technique from membrane computingstagnant and one amount of Y is generated at tiepets
into PRISM applied in this research is proposed by The decay of Predator: In differential Eq. 2, the
Romero-Campercet al. (2006). Third, the model in amount of Y will decrease with rate of. This praces
PRISM is simulated and model checked with thecan be represented in rewriting rules as Eq. 6:
properties of Prey-Predator population. PRISM isdus

In this reaction, one amount of X is replaced with

to specify and to analyze properties based on dswar ., ¢ (6)
Finally, the data of the results generated by PRISM
presented into a graph and analyzed to verify vdteth | this reaction one amount of Y is depleted with

the specified properties are preserved or not. rate at time step t.

RESULTS The reactions (4) and (5) are performing similar
interactions. Therefore, there are also examplethén

Membrgng computing model of prey-predator  prey-Predator model, in which the weight of areilsim
population: Based on the characteristics of the WOy the weight of (Joneset al., 2003). In this

discrete systems. There are two equations, twoispec ngght of for generahzaﬂon of process in the mode

and three kinetic constants in Prey-Predatoftlis case the reaction (4) and (5) are merged ag:Eq

population where, Y is the number of predator; X is

the number of prey; dY/dt and dX/dt represents thex+YOfE-Y +Y (7)

growth of the two populations against time t; and k

ko, ks and l are parameters representing the Based on the discrete system of the Prey-Predator

interaction of the two species. The reactions betwe Population above, a membrane computing model is

the species occur within a compartment. built. A model for Prey-Predator population (PP) is
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obtained by considering a membrane computing with

&imulation of membrane computing model: The

compartment contains rules describing the reactionsimulation in Fig. 2 shows the Prey-Predator maxfel

between preys and predators. The model is repeskast

PP = (VW @, R)

membrane computing simulated with Gillespie
simulator. The simulation shows that the pattern of
oscillation at each cycle in the oscillation is figed as

in the ODE. The peak and dip of the simulation are

The objects are prey and predator represented as dfferent at each cycle of the oscillations but has

and Y respectively. They are:
V={X, Y}

The initial multisets are:
w={nX, mY}

where, n and m are integer multiplicities.
Since the system has single compartment, it onl
able to perform transformation of objects. Therefor

maintained the general pattern of the oscillatibhe
stochastic behavior of the Prey-Predator Populason
preserved in this non-deterministic and discretal@ho
of membrane computing.

Model checking of membrane computing model:
The properties for the Prey-Predator population are
obtained from the behavior of this system elabakrate
Joneset al. (2003). Recurrence behavior of the system

%nd the existence of equilibrium probability distrion

maintain the stability of the system in the form of

the transformation rule has the form: where areyggjllations. To facilitate this behavior, the Prey

multisets in a compartment. K is a real numberpredator

representing the kinetic constant, which represkat
rate of reaction between objects. A rule of thigrfas
interpreted as follows: based on the rate of knto#iset
u is transformed into multiset v inside a comparitme
Based on the rewriting rules (3), (6) and (7) descr
above, the Prey-Predator
described in membrane computing as follow Eq. 8-10:

R1:[X] 0 (X, X] (8
R2:[X,Y]Of.[Y,Y] 9
R3:[Y]O -] (10)

R1, R2 and R3 are prey reproduction, predato
reproduction and predator death rules, respectively
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Fig. 2: Oscillation of the Prey-Predator model
simulated by Gillespie algorithm with,K&10,
k=0.02, k-5

population dynamics i

system should preserve the following
properties: (Al) The rules are selected stochdltica
based on the number of prey and predator at eamh fi
steps and the value of reaction constants to niaitie
equilibrium of the system; (A2) The number of prey
and predator must not equal to 0 at any time s{&);

he number of prey and predator become equal or
intersect each other twice at each cycle of thiesyqA4)
Percentage of increase or decrease of number pfipre
higher most of the time steps than the numberexdaior;
(A5) Percentage of change between prey and pretator
higher most of the time steps for prey than predato

Property (Al): The Fig. 3 shows the selection of
rules at different periods of time steps basedhmn t
rewards. This graph shows that at each time step on
of the three rules is selected stochastically. The
patterns of selections differ for each period ofdi
steps as shown by the graph.

Reaction: 2=R 1, 4=R2, 6=R3

100 110 120 130 140 150 160

Steps

170 180 190 200

Fig. 3: Stochastic behavior of Prey-Predator model
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Fig. 4: The number of prey and predator must nogkq Fig. 6: Percentage of increase/decrease of Preys an
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Fig. 5: The number of prey and predator becomelequa
twice at each cycle of the system Fig. 7: Percentage of changes between prey and
predator
This means that the stochastic behavior of the
system is maintained to make sure the stability angbroperty (A4): Figure 6 illustrates the percentage of
consistency of the system at each cycle of thencrease and decrease of prey and predator bast on
oscillation. rewards. The graph shows that the percentage of
: increase and decrease of predator is higher than th
Property (AZ): F_|gure 4 shows that not at once percentage of increase and decrease of prey. At the
along the simulation steps of the system, the nUMb&iia| state, the number of prey is five timestigg than
of prey or predator have been equal to 0 baseden t y,o 1\ \mper of predator. The sharp increase of poeda

§ to certain extent decrease the population ofy.pre

rewards. This result demonstrates that the behawq
of the system is always consistent to make suré thg,eanhile, the sharp decrease of predator popualatio
the number of prey and predator must always greatedives some space for prey to increase its popuidtio

than 0 to stabilize the system. attain the initial level over again. The percentaje

Property (A3): Figure 5 demonstrates the time SteIOSmcrease/decrease of prey and predator is almost

h b f ) It b f dat similar at each of the cycle of the oscillation.iS'h
when number ot prey 1S equa’ 1o number ot predalofeygnsirates that the equilibrium of prey-predator
generated by the rewards. The intersection betwe

e|5'opulation has been preserved by maintaining the

prey and predator occurs twice at each cycle in theercentage of increase/decrease of prey and predato
oscillations when the prey and predator either kee%ccordingly at each time step.

decreasing or increasing. However the graph shbais t

the period of occurrence of one intersection totl2€10  property (A5): Figure 7 shows the percentage of

is not similar. This is mainly due to the stochasti changes of prey and predator compared to the dpposi

behavior of the system. However the pattern ofpopulation as outlined in the rewards. This grapiuves

intersection in each of the cycle in the oscillatis  that at most of the time number of prey exceedsharm

preserved to maintain the stability of the system. of predator. But at certain period when number of
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predator is above the number of prey, prey is deing  equal to number of predator as in Fig. 5. Howewasr,
to control the increase of predator. When number ohown by Fig. 6 and Fig. 7, membrane computing
predator is decreasing, the number of prey is aging. ensures that the percentage of increase of prey is
As shown in the Fig. 6, this result also shows that higher most of the time compared to the percentdge
stability of the system is preserved by controllihg increase of predator to maintain the equilibriunthedf
increase and decrease of the prey and predatsystem. The model checking results demonstrate that
accordingly at each time step. the properties of Prey-Predator population havenbee
preserved by maintaining the discrete and stoahasti
DISCUSSION behavior of the system.

The results demonstrate that, the Prey-Predator CONCLUSION
model described in membrane computing could
simulate the behavior of the system as shown in Eig The discrete character of membrane computing
This shows that membrane computing able to confingnodel is not only preserving the dynamics of theypr
the dynamics .Of Prey-Predator . populatlon_ ODE Ofpredator population in oscillations, but also makéure
Prey-Predator is used to model kinetics of thetieas the discrete and stochastic behaviors of the system

of two species. It would continuously vary the conserved. This study underlines that the non-

concentration of species in deterministic dynanass . ; o
shown in Fig. 1. In contrast, membrane computingdeterm'n'sm and discrete characteristics of mengbran

takes into consideration the discrete charactethef COmMputing capable in preserving the propertieshef t
quantity of species in Prey-Predator system bygusindiscrete systems better than the modeling approéch
rewriting rules. This demonstrates that membrandDE. This means that membrane computing model
computing emulates discrete behavior of Prey-Pogdat could not only be used to analyze general behaibr
system but ODE has ignored the discrete behavior bglso could be used to investigate specific behawfor

representing the system in continuous way. biological system such as Prey-Predator population.
Nevertheless, there are differences in performance
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