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Abstract: Problem statement: Wireless Sensor Networks (WSNs) comprise of smates with
sensing, computation and wireless communicatiomlziéifes. Nodes in a sensor network are severely
constrained by energy and computing power. Contisuworking of sensor nodes leads to quick
depletion of battery power and reduces the ovdifelime. To prolong the lifetime of the sensor
nodes, efficient routing protocol that could alg@timize the energy consumption while maintaining
coverage and connectivity is requirgdpproach: The Coverage Maintenance Protocol (CMP) uses
Coverage Eligibility Rule (CER) to find the eligiity of sensor nodes to sleep. After turning ofé th
eligible nodes found out by CER, the network cogerdegree was maintained by the remaining active
nodes. If these active nodes continuously worky ttensumemore energy and decreasethe lifetime.
The CMP protocol helps to balance the energy comsumy active nodes,scheduling the work state of
active nodes into sleeping, active and listeniagest Each node in the sleeping state will not woes
energy and remains idle for delay timg. Results: This maintained the network coverage and
increased the lifetime of sensor nodésnclusion: The simulation results indicated that the proposed
Coverage Maintenance Protocol (CMP) can signifiganbnserve energy increase the lifetime of
sensor networks while maintaining the given coverag

Key Words: Wireless sensor networks, Coverage Eligibility R(GER), Wireless Sensor Networks
(WSNs), Coverage Maintenance Protocol (CMP), Qualit Service (QoS), Coverage
Eligibility Rule (CER), Geographical Adaptive Fidgl (GAF), Coverage Control
Protocol (CCP)

INTRODUCTION problem is to minimize the number of nodes that
remain active, while still achieving acceptable lgya
Wireless Sensor Networks are a trend of the pasif service for applications. In particular, maimiaig
few yearsand they involve deploying a large numdfer sufficient sensing coverage and network connegtivit
small nodes. The nodes then sense environmentalith the active nodes are critical requirements in
changes and report them to other nodes over flexiblsensor networks.
network architecture. They transmit time serieghef Different applications require different degreds
sensed phenomenon to central nodes Wwhergensing coverage. While some applications may only

computat(;or:js are perforbme(z and gaéa aredfusgd. Thequire that every location in a region be monitobey
monitored data is to be forwarded to destination oot S cinifi
, . : X one node, other applications require significahttyher
without any loss in data. The transmitted datahent Pp g g b

presented to the system by the gateway connedtion. degrges of coverage. In general, coverage o!egrebe:a
dense networks, energy-efficient scheduling is g ke considered as a measure of Quality Of Service (@6S)
factor to extend the functionality and lifetime thfe & wireless sensor network. The higher the coverage
network. In most applications, each sensor node i§egree is, the better the field is monitored (Azknal.,
usually powered by a battery and expected to work f 2009; Bulut and Korpeoglu. 2011; Gui and Mohapatra,
long period without recharging. A fundamental 2004; Huang and Tseng, 2003).
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Sensing is only one responsibility of a sensor  Achieving energy conservation by scheduling
network. To operate successfully a sensor netwarktm nodes to sleep is not a new concept; none of the
also provide satisfactory connectivity so that rodan  existing protocols satisfy the complete set of
communicate for data fusion and reporting to baseequirements in sensor networks. The main
stations. The connectivity of a graph is the minimu contributions of this study are as follows. First
number of nodes that must be removed in order t&overage Eligibility Rule (CER) is presented taffithe
partition the graph into more than one connectectligibility of sensor nodes to sleep. After turnioff the
component. The active nodes of a sensor networkligible nodes found out by CER, the network cogera
define a graph with links between nodes that camlegree is maintained by the remaining active nodes.
communicate. If this graph is K-connected, thendioy  these active nodes continuously work, they consume
possible K-1 active nodes which fail the sensownét  more energy and decrease the lifetime. Second the
will remain connected (Khelifaet al., 2009) scheduling protocol CMP is presented to balances th
Connectivity affects the robustness and achievablenergy consumed by neighbouring nodes thereby
throughput of communication in a sensor network.improves life time of network.

Most sensor networks must remain connected, he., t

active nodes should not be partitioned in anyRelated work: Number of solutions have been
configured schedule of node duty cycles. Howeverproposed for conserving energy in wireless sensor
single connectivity is not sufficient for many sens Networks. Following are the brief overview and thei
networks because a single failure could discontiect limitations of the existing works of various sleep
network. At a minimum, redundant potential management approaches. In this approach, only a
connectivity through the inactive nodes can allow aSmall number of nodes remain active to maintain
sensor network to heal after a fault that redudss i continuous service of a network and all other nodes
connectivity, by activating particular inactive resd ~ ré scheduled to sleep.

Alternatively, transient communication disruptioanc propl\élsagg toi?qi?ﬁg?&iiﬁg q ﬁgggcdoésn sitgab\;/e em;%?n
be avoided by maintaining greater connectivity agion deployment redundancy. Xuet al. (2001). a

active nodes. Greater connectivity may alsq .beGeographicaI Adaptive Fidelity (GAF) algorithm is
gbroposed to reduce overall energy consumption,ewhil
maintaining network connectivity. A probing based
. I X €density control algorithm called PEAS is proposed i
asymmetric node density in the field. In some s@a® (yg ¢ 5. 2003) to ensure prolonged network lifetime
of the field, the sensing areas of neighboring Bode,nq sensing coverage. Some functional nodes in PEAS
might overlap with each other, which results inconiinye working until they drain down the battery
coverage redundancy. This redundancy can bgpergy or fail physically, which might reduce netho
exploited to design energy-efficient coverage amntr conpectivity. In order to balance energy consummptio
protocols  (Bulu and Korpeoglu. 2011; Gui and gmong the network, the ALUL protocol is presented i
Mohapatra, 2004; Huang and Tseng, 2003; Tian an¢Gyi and Mohapatra, 2004). However none of the
Georganas 2002; Yet al., 2003; Zhang and Hou, 2005; aforementioned works derive complete conditions for
Notani, 2008; Khelifaet al., 2003; Gupta and Dave, redundant nodes for coverage. In fact, their main
2009; Yuhenget al., 2009). In a k-covered field, a node pyrpose is to maintain network connectivity, which

is said to be redundant if each point within itaseg  most cases does not guarantee coverage.

area is already k-covered by other active nodésn§et Barati et al. (2008) and (Cardegt al., 2005),

al., 2003). The basic concept of the coverage controbroposes coverage control algorithms to extend owtw
protocols is to turn off the redundant nodes. Sithee |ifetime for target tracking sensor networks. The
coverage degree is maintained by the other activaigorithms aim to divide the sensor nodes into a
nodes, unnecessary power consumption of eligiblenaximum number of disjoint sets, each of which can
nodes is saved to a significant extent. An off-dutycompletely cover all the targets. By activatingsthasets
eligibility rule to identify eligible nodes is crifal to the  successively, unnecessary energy can be saved to a
accuracy and efficiency of coverage control prol®co maximum extent. The authors prove that determining
The two protocols in literature, the Ottawa profoco sum maximum sets is an NP-complete problem. Two
(Xing et al., 2005) and CCP protocol (Khelift al., heuristic algorithms are presented to address this
2003; Xinget al., 2005) adopt either unnecessary orproblem. However the major limitation of the celied
insufficient rules and as a result, redundancy estilsts ~ algorithms is that heavy communication overhead is
in the Ottawa protocol and blind points might exigh  introduced due to much information exchange, eafigci
the CCP protocol. in @ mobile and multi-hop sensor network.
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Optimal Geographical Density Control (OGDC) in
(zhang and Hou, 2005) A Localized protocol provides
coverage control while maintaining network
connectivity. OGDC first computes the position
where each active node should locate if a full
coverage is achieved. Then OGDC selects the nodes
closest to these positions as active node and ehang
all the other nodes into sleep to conserve energy.
This optimal approach by OGDC is built under an
assumption that the network density is high enough
that a node can be found at any desirable position.
this all nodes in the boundary positions are igdore .
It cannot adapt to the changes in sensor netwodk arf19- 1: Unnecessary condition of of Ottawa
hence coverage degree is not achieved.

The main approach in Ottawa protocol (Tian an

dHowever, in the CCP rule, the rule does not test th

. . L intersection points on a node’s sensing circle. As
Georganas, 2002) is to derive off-duty eligibilifes oy, i Fig. 2, the CCP considers node i eligible

for redundant nodes and then schedule the workisstat mistakenly based on the assumption that all therinn
of these eligible nodes. The Ottawa protocol uses thtersection (i.e., Ry is covered by node j.

sector to approximately calculate node i's sensiren Therefore, the CCP rule is a necessary but
covered by node | as illustrated in Fig 1. The aect insufficient condition for an eligible node and rii
corresponds to the angle @fand is bounded by radius points might be incurred.

iP,1, iP, and arc._ ;. In the eligibility rule of Ottawa Below are the summary of above said existing works
protocol, node i is said to be eligible for turniaff if .« GAF maintain network connectivity but do not

the sum of the angles created by all of its neiginigo guarantee sensing coverage

nodes are larger tham2However, this rule only takes « PEAS ensure prolonged lifetime and sensing
the neighbors within a node’s sensing area intoatg coverage but reduced connectivity

bypassing the nodes outside the sensing area ibut st OGDC ignores boundary positions; hence coverage

contributing to coverage sponsorship. In the sdenar ~ degree is not activated _
shown in Fig 1, the eligible node i is considered® Ottawa protocol does not support a configurable

o . degree
ineligible by the Ottawa protocol since nodes q and coverage . . .
are ignored. Therefore, as a sufficient but unreargs Blind points might exist with the CCP

condition, the Ottawa protocol can result in redumzy Therefore, complete condition to identify an
after turning off only a subset of eligible nodes. eligible mode to sleep while maintaining coveragd a
However, Ottawa protocol support only 1-coverage an connectivity is required. This study addressesatimve

can not meet the requirements of some applicationgroblem and describes CER based CMP for energy
such as target localization or tracking which regmiat ~ conservation in WSN.

least 3-coverage (Langendoen and Reijers, 2003).  proplem description: The sensor node resources are
Optimal Coverage Preserving protocol injimited due to the high density, multiple nodes may
(Balamurugaret al., 2010) to provide more coverage generate and transmit redundant data causing
control but support only 1-coverage. In Coverageunnecessary energy consumption and hence a
Control Protocol (CCP) Barati et al., 2008) and significant reduction in network lifetime .Thereéothe
(Cardeiet al., 2005), A coverage-configurable off- fundamental issue in WSN is the redundar)cy. Qonside
duty rule is adopted to determine node eligibility. there are k sensors in a field A. Nodelig) is said to
The CCP rule considers a node to be eligible if allP® & redundant node if and only if each point witis
the intersection points inside its sensing areakare sensing area Is at least k-covered by other aatiges.
covered. Turning off redundant nodes can save unnecessary

AN . int is defined he i . power consumption. Hence, a redundant node is also
_An intersection point is defined as the INters\ttl ;64 an off-duty eligible node. One solution to
point of the sensing circles of two nodes or thahe  getermine a redundant node is to find out all sub

;ensing circle of one node with the boundary of theregions divided by the sensing circles of all
field. The CCP protocol outperforms the Ottawaneighbouring nodes and check if each sub-regida is
protocol in coverage efficiency. sensors covered or not.
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the point of detection. In case of location-based
protocols (Yuhenget al., 2009), a k-covered field, a
node is said to be redundant if each point with@ i
sensing area is already k-covered by other actides
The main mechanism of the coverage maintenance
protocols is to turn off the redundant nodes, wtdch
also called eligible nodes to sleep. Since therotime
duty nodes maintain the coverage degree, unnegessar
power consumption of eligible nodes is saved to a
significant extent. An off-duty eligibility rule taentify
Fig. 2: Insufficient condition of CCP eligible nodes is critical to the accuracy andaoéincy

of coverage maintenance protocols. A localized
The energy-efficient coverage problem is descriasd protocol is more suitable to large and dynamic oekw
follows. Given a field A (LxL), a set of sensors &, topology that is expected to be quite frequent obite
sensing radius r and a requested coverage degase k, and ubiquitous scenarios.
coverage eligibility rule for a node i is used to
determine whether it is a redundant node. It ismébu AODV: Ad Hoc on-Demand Distance Vector Routing
that such an eligibility rule be a sufficient and Protocol (AODV) is a routing protocol designed for
necessary condition for an e||g|b|e node and can b@/ireless networks. AODV builds routes using a route
executed at a low computational complexity.fequest / route reply query cycle. When a souraeno
Moreover, for all the eligible nodes identified BER, desires a route to a destination for which it does

a sleep scheduling protocol CMP is used to balanc@/réady have a route, it broadcasts a route request
energy consumption among all the nodes in th RREQ) packet across the network. Nodes receiving

network. Thus improves the lifetime of network g]r:?:i Zg(t:ket gggsteaﬁgg'rgn;?gpsa:go?hgogéhemiorlfgﬁ.n
without affecting network performance. up W pol u '

The rest of this study is organised as follows. | route tables. In addition to the source node'sdidfess,

Materials and Methods, the concept of AODV routingCurrent sequence number and broadcast ID, the RREQ

lis d ibed 4 th dc also contains the most recent sequence numbehéor t
protocol s _described and the proposed Coveragfegtination of which the source node is aware. feno
Eligibility Rule based. Coverage Maintanence

) ) receiving the RREQ may send a route reply (RREP) if
Protocol is completely discussed. In Results the; js ejther the destination or if it has a route the

ends with a conclusion. greater than or equal to that contained in the RREQ
this is the case, it unicasts a RREP back to thiecso
MATERIALSAND METHODS Otherwise, it rebroadcasts the RREQ. The complete

routing algorithm is described in (Notani 2008).
Routing protocol: In order to select the most suitable One of the disadvantages of this protocol is that
routing mechanism for a sensor application, altimy  intermediate nodes can lead to inconsistent ratites
protocols have to be classified according to a -wellsource sequence number is very old and the
defined taxonomy.The protocols has been classifiethtermediate nodes have a higher but not the latest
according to network structure and protocol operati destination sequence number, thereby having stale
(Notani, 2008) Routing in WSNs is generally divided ~entries. Also multiple RouteReply packets in resgon
two ways: according to the network structure as fla t0 @ single RouteRequest packet can lead to heavy
based, hierarchy-basedand location-based routingarfntrol overhead. Another disadvantage of AODV is
according to the protocol operation as multipatbeda  that the periodic beaconing leads to unnecessary
query-basedand  negotiation-based, QoS-based, GANdwidth consumption.

. . : : Hence, to avoid the above issues discussed in
coherent-based. The dynamic topologies with sclivegiul ' . .
consume less energy with less number of on-dutgsod VAVEIEX ' r%gﬁi;igethrgalgger:;nucn?czggfcglvésrh%raesergﬁg
(Barati et al., 2008) and (Cardetdt al., 2005).

) . maintains the coverage degree with few numbers of
In location-based routing protocol, nodes areyfe nodes. It sends beacon messages and quit
addressed and used for routing based on theiriéocat ye5s5ages to attain active and sleep states resggcti
in their network. This helps in formation of rou@sd  Thys CMP significantly conserve energy increase the
improves efficiency, as only those nodes need to bfetime of sensor networks while maintaining the
considered that are on the route to the base staben  given coverage.
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Fig. 3: An example of coverage eligibility
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battery energy. A Coverage Maintenance Protocol
(CMP) is used to balance energy consumption among
the neighboring nodes while maintaining the reqeekst
coverage degree. In CMP, a node can work at one of
three states: Sleeping, Active and Listening. The
operation of each node is divided into rounds. Each
round takes the same period of time (TR) and ctssis
of two steps.

Coverage Eligibility Rule (CER): Each node executes
a coverage eligibility rule to determine whetherisit
necessary to become active. Given a requestedager
degree, a node i is ineligible if every locatiorthin its

coverage range is already K-covered by other active

nodes. Fig. 3 shows an example of coverage elityibil
A nodes covering the shaded circles in Fig. 3 atee
the node with the bold sensing circle is ineligilide
Ks=1 but eligible for K>1. The main part of the CER is

to determine the perimeter coverage degree of the a

segment of each neighboring node within a node'step 2:

sensing area. CER runs at node i is as follows:

Coverage Maintenance Protocol

For a node j (IN(i)), let d(i, j) be the distance
between node i and j. Then, calculate the length of
the segment of node j covered by node i. the. grc
can be measured by its central angle

For node j's each neighboring node m, calculate
node j's arc segment covered by node m

Add all the points generated by last step to areang
list AL and then sort AL in an ascending order.
Meanwhile, mark each point as a left or right
boundary of each covered arc segment

Calculate the perimeter coverage degree of the star
point of arci_ j, denoted as KThen, scan the arc
segment by visiting each point in the sorted AL:
whenever a start point is visited; K increased by
one; whenever an end point is visited; I
decreased by one. Finally, the perimeter coverage
degree of arg_; should be the minimal value of K
during the scanning process

For each node j [N(i)), check the perimeter
coverage degree of its arc segment within node i's
sensing area by running the above steps. If there
exists a node whose arc segment covered bynode i
is less than k-perimeter-covered, node i considers
itself ineligible. If no such a node is found, nade
determines it is eligible

(CMP): After

Step 1: At the beginning of each round, all nodesima

active state. To obtain the information of
neighboring nodes, each node broadcasts a
Beacon Message (BM) which contains node 1D
and its current location. Then, each node enters
Listening state to collect the BMs from its
neighbors. Finally, a neighbor list is maintained
at each node. Since nodes may have some
mobility, it is necessary for each node to update
its neighbor list in each round.

After obtaining the neighbor informatieach
node evaluates its eligibility by CER. However,
blind points may occur due to some
neighboring nodes’ dependency on each other.
CMP uses the back-off scheme to avoid blind
points. In this scheme, each node runs CER
after a random delay timer Td. The node with
the shortest Td evaluates its eligibility earliest.
If a node considers itself eligible by CER, it
broadcasts a Quit Message (QM) to declare that
it enters Sleeping state. The neighboring nodes
with longer Td receive the QM and remove the
sleeping node from their neighbor lists. Thus, a
node with a longer Td will evaluate its
eligibility without taking the sleeping nodes
into account. Furthermore, by the back-off
scheme, the candidate nodes that dependent on
each other compete to be eligible by rounds in a
random fashion, which evenly spreads the
energy consumption around all nodes. After
running CMP, only a minimal number of nodes
remain active to maintain the desired coverage
degree and all the eligible nodes are turned off
to conserve energy.

The CMP ensures two solutions to provide schegulin
and quality coverage. The CMP rule considers a mode
be eligible if all the intersection points inside sensing
area are k-covered. An intersection point is defiag the

turning off the eligible nodes to sleep by CER, thelntersection poipt of.the sensing circle; of twale® or
network coverage degree can be maintained by thtat of the sensing circle of one node with thenlotauy of
remaining active nodes. However, if these activethe field. CMP makes use of all the nodes withiicévithe

nodes continuously work, they may soon run out ofsensing range.
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Node scheduling overcomes three challenging g5
problems: e
3 4
. : - 23
* Resolving conflicts when determining what nodes 2 :
should be turned-off to save energy é FN=20=N=150=N=180
. Findjng optimal wakeup strategies that avoid ¢ 3 & & i &
waking up more nodes than necessary Required coverage degree

» Keeping connectivity and coverage of the networkF, 6: Achieved q Vv ired
while optimizing the number of nodes 9. 5- AchiEVed coverage degree Vs require

coverage degree

The state transition in CMP shown in Fig. 4. In the following experiments, the range of thedi@l is
sleeping state, the el|g|ble node is turned offs&wve 5o mx50 m and the sensing radius of each node ia 10
battery energy. In active state, the node perfoites s considered. Performance analysis is done baseieo
normal sensing and processing tasks.-ln LiSterta®,s  ota number of nodes that are deployed in the Isition
the node (1) First adds one neighbor in case t#1a  region, amount of energy consumed by nodes duriag t
is received, (2) Deletes one neighbor upon QM anqransmission and reception, the lifetime achieved,
finally (3) Evaluates its eligibility by CBR aftél'rd.. . coverage percentage and packet loss in nodes.

Therefore, the CER based CMP not only eliminates  rjgyre 5 compares the number of active nodes after
the coverage redundancy completely, but also ifiesiti running CMP and AODV. It can be observed that,
all the eligible nodes exactly. Therefore, CMP can,nen k=1, the number of active nodes remains around

maximize network lifetime without sacrificing syste 10 as the deployed nodes increases from 30-270
Performance. Based on local information, CMP id-cos Moreover, the number of active node used by CMP

effecuve, particularly in large scale .and multigho gncreases to about 20 and 25 on averageand keeps
wireless sensor networks. CMP is capable

S - 0steady when k = 2 and 3,which means CMP only
maintaining the network to the specific coveraggrde )
. activates the exact nodes that should wakeup and
requested by an application. o -
maintains sufficient network coverage.
RESULTSAND DISCUSSION Figure 6 shows that the achieved coverage degree
in CMP is proportional to the requested coverage
Performance analysis. In this section, the performance degree for different numbers of the deployed nodes.
of CMP is analyzed using ns-2 simulation experiment This result demonstrates that CMP can scale to any
(The Network Simulator- ns-2, www.isi.edu/nsnam/ns) coverage degree requested by a specific application
Two of the best known protocols, the AODV protocol can be also observed that CMP does not incur any
and the CMP protocol, are consider for comparison. coverage redundancy to the network.
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Figure 7 shows the coverage percentage of twdéigure 11 shows the packet delivery ratio of two
protocols. It can be found that CMP can maintai@ th protocols over varying number of nodes deployed in
network coverage with fewer active nodes than AODV the region of interest. When no. of node increases,
which means CMP, is a more energy-efficient coverag CMP can deliver more packets, i.e. 100% delivery
control protocol. ratio is achieved.

The amount of energy consumed by the node can From the above analysis, it is been found that
be estimated depending upon its active period andoverage maintenance protocol completely eliminates
transmission of packets. Figure 8 shows comparnidon the coverage redundancy but also identifies all the
energy consumed between AODV and CMP. eligible nodes exactly, thus improves the coverage

Figure 9 shows the network lifetime by two efficiency. It is also found that energy consumptie
protocols when varying number of nodes. It is foundminimized by a significant amount which facilitates
that the sensor network lifetime will be almostlinear  prolonged lifetime.
in the number of nodes which can be deployed in
monitoring area. Even though CMP requires an excess
time to avoid blind points its lifetime is slightlgnger
when compared to lifetime of AODV. Throughput is
the total number of packets received per unit time.

The total number of packet received by CMP is
more when compared with the total number of packets
received by AODV at a particular time. The throughp
of CMP provides 0.5 times more than the number of
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CONCLUSION Gui, C. and P. Mohapatra, 2004. Scalable multiogsti
in mobile ad hoc networks. Proceedings of the 23rd
This study explores the problem of energy Annual Joint Conference of the IEEE Computer
conservation while maintaining both desired coverag and Communication Societies, Mar. 7-11, IEEE
and connectivity in wireless sensor networks. A Xplore Press, Hong Kong, pp: 2119-2129.

coverage eligibility rule (CER), is used to detameni 10.1109/INFCOM.2004.1354619

redundant nodes. CER provides a sufficient andsypta, S. and M. Dave, 2009. Distributed real time
necessary condition of off-duty eligible nodes leep. architecture for data placement in wireless sensor
A Coverage Maintenance Protocol is presented to networks, J. Comp. Sci., 5: 1060-106DOI:
schedule the work states of on-duty eligible nodé® 10.3844/jcssp.2009.1060.1067

CMP is more self-adaptive and energy-efficient in a uang, C.F. and Y.C. Tseng, 2003. The Coverage
large scale and multi-hop sensor networks. CM Prc’)ble.m. in a. 'Wireles’s Seﬁsor Network

supports configurable coverage degree to meetwario o oodings of the 2nd ACM international
application requirements. Moreover, the minimum conference on Wireless sensor networks and
coverage degree keeps equal to the requested gevera applications, (WSNA '03), ACM New York, USA,

degree. CMP has the equivalent efficiency in ' s
maintaining network coverage and it only activates pp: 115-121. DOI: 10.1145/941350.941367

exact nodes that should wakeup. CMP eliminates th&helifa, B., H. Haffaf, M. Madjid and D.L. Jones,
exact nodes to maintain network coverage and as a 2009. Monitoring connectivity in wireless sensor
result, the energy of redundant nodes is signifigan networks. Int. J. Future Generation Comm.
conserved. Simulation results indicate that CMP can  Network., 2: 1-10.

maintain the network coverage efficiently and aa®ly. | angendoen, K. and N. Reijers, 2003. Distributed
Thus, CMP can significantly extend the networktiifes localization in wireless sensor networks. A
without affecting network performance. o . o
quantitative comparison. Comput. Networks., 43:
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