Journal of Computer Science 7 (9): 1358-1362, 2011
ISSN 1549-3636
© 2011 Science Publications

Optimizing Titleand Meta Tags Based on Distribution of Keywords;
L exical and Semantic Approaches

Mohammad Farahmand, Abu Bakar M.D. Sultan,
Masrah Azrifah Azmi Murad and Fatimah Sidi
Department of Information System,
Faculty of Computer Science and Information Tecbgg|
University Putra Malaysia, Malaysia

Abstract: Problem statement: To increase traffic on websites, Search Engine rfiiptition (SEO)
has provided many costly and time-consuming opti@e problem is the inadequate distribution of
keywords especially those keywords that users hesditle tag and Meta tagApproach: This study
described work on an initial model for handling soaf the SEO factors to increase the distributibn o
keywords. Our purposed model provide users withatbieds and their values based on the key weights
with initiated formula to provide a new title, kegvds, or description in order to increase the netst
between content and HTML Meta tags and title t&psults: The proposed model had been showed
evidence of gaining the greater utilization of thistribution of keywords and prevents recognitidn o
search engine spai@onclusion: The result shows the significant enhancement®ptioposed model
on Title Weight by 51.69% of original Title Weigtiefined by user.

Key words. Keyword distribution, ranking, Search Engine Optation (SEO), spam recognition,
keyword generation, keyword extraction, semantic

INTRODUCTION and complex formula that calculates how web pages a
ranked (Thurow, 2008). Thus, as the TKD distribatio
Ranking is the most important element in webrate in body gets higher, the ranking will improyed
search engines since searching specific terms ghrou because the effect of this relation and distribuii® a
search engines requires proper ranking to obtagdgo reason for achieving higher-ranking position in r8ba
results. Proper ranking is also important in onlineEngine Result Page (SERP). On the other hand, fsearc
advertisements. In general, there are two typesitifie ~ €ngines may also penalize pages or exclude them fro
advertisements associated with internet searchnesiygi f[he index if they detgct search engine spammihgr.
) . L nstance, one word is repeated hundreds of timea on
paid placement and Search Engine Optimization (SEO

X . . ) age to increase the frequency for propelling thgep
SEQ is the process of improving the volume andial pigher in the listing. Search engines watch for wam

of traffic to a web site from search engines vitura spamming methods in a variety of ways, including
search results. Achieving the high rank in seardires  complaints from users. For this reason, proper
depends on more than 200 parameters (Evans, 200d)istribution of keywords is a crucial and notewgrth
Site owners or expert users will be able to custerand  issue for a web page.
improve the rank if they manage all these pararseted In the SEO field, many researches already done
use them in proper position and condition. and many theories have been developed. Nowadays
With respect to the mentioned parameters, there idesigners and site owners have understood what they
an obvious and logical relation between Title tag,want; they demand good rank in search result page.
Keywords and Description Meta Tags (TKD) and webTherefore, many of specialists in SEO designed and
site content. Relativity between Title tag, Keywerd developed different models to obtain a satisfyiegpit.
and Description Meta tags, (especially Title tagpla Ramos used Term Frequency-Inverse Document
body in the web pages are vital. When a searchnengi Frequency (TF-IDF) In order to find the term fregog
spider analyzes a web page, it determines keyworth a document to determine word relevance in
relevancy based on an algorithm, which is a rdtige = document queries (Ramos, 2001). A complete and
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persnickety work on keyphrase extraction in HTML the “return time” that they come again for checkihg
page performed Humphreys (2002), He introduced &ite depends on factors such as ranking, updatedper
novel keyphrase extraction for web pages, whichand number of visitors. The first visit of the spids
requires no training, but instead his work was base  very important for a website because after thé Viist,
the assumption that most well written WebPageghe spider determines when and after what period, i
“suggest” key phrases based on their internal strec  returns. Therefore a website owner should optimiizes
It is very fast, flexible and its results are stafe¢he art TKD in order to make positive impact on the spider
in key phrase extraction (Humphreys, 2002). d_eC|S|on before u_pI_oadmg the web pages for thet fir
Another significant work has been done to analyzdime, for determining the return period and also
some factors, which are used in search enginemgnki Obtaining the highest possible rank on the firsitvi
Their factors was based on word length elements suc A correspondent distribution of keywords and
as number of bytes of the original document, aweragphrases in body is necessary for achieving theebett
term length and it did not involve major factorsatth rank as well as TKD. Meanwhile, changing the TKD is
users can manipulate them (Bifet, 2005), So théwatkt not necessarily going to help the page in the rapki
is not so practical. There is also a model for gatey  position if the page has nothing to do with theaetp
keywords for search engine advertisements based dfeywords need to reflect in the page content too.
semantic similarity between terms (Abhishek andTherefore, the problem is inappropriate influende o
Hosanagar, 2007). To find and test some factors oKD in body and vice versa.
ranking in a specified search engine-Google-anyaisl
was provided through search engine optimizatiora datProposed model: Three of the most important factors
(Evans, 2007). In 2008, Thurow analyzed and cadfitct selected for this research (Thurow, 2008). The ehos
most factors which had effect on search engineingnk factors are “Title”, “Keyword” Meta tag and
and worked on a marvellous topic called “do and'tdon “Description” Meta tag, which are called TKD. Onk o
in SEO” which seemed to be necessary (Thurow, 2008}he goals is to find a proper distribution of TKD the
Another excellent experience on extract keywordsbody. This research assumes that the user is & semi
from abstracts and titles in academic papers, whieh expert web designer or developer. Therefore, it
useful for small sized text documents, had done byupposed that the description tag is meaningful and
(Bhowmik, 2008) but the main purpose is differentrelated to the body content. Although after the
from SEO. Recently, another research on automatiprocessing, the results show which part needs to be
keyphrase extraction has been performed, named KRhange or modify but the proposed model preferred a
Miner system that works on two languages (Englisth a minimum description and keywords.
Arabic) (El-Beltagy and Rafea, 2009). This system i The objective of this research is developing a
same as (Humphreys, 2002) and does not need to Ibeodel for optimizing TKD via body words to improve
trained on a particular document set in order tiea®  the preliminary ranking and making the good TKDhwit
its goal. In order to improve the web advertisemenfproposed model suggestions. This objective comprise
(Xing and Lin, 2006) worked on some factors for of four smaller goals. The first is reducing theédsp
helping managers to make informed advertisingreturn time, the second, obtaining the uppermask,ra
decisions. the third, checking TKD standards and the last,
Recently, Kumaret al. (2010) worked on an recognizing Spam page.
algorithm to improve the Google ranking algorithm,
PageRank. Different algorithms for link analysikeli MATERIALSAND METHODS
PageRank (PR), Weighted PageRank (WPR) and . .
Hyperlink-Induced Topic Search (HITS) algorithms ar The proposed model methodology contains six steps
discussed and compared by (Kumar, 2010). and every one gains a part of result for userserAft
In this way, the proposed method figured out aimporting a HTML file as an input, data pre-progegs
model in both sides of semantic and lexical process begins. Next, character-analyzing section analyhes
different ways and it is a kind of keyword suggesti words and characters. After finishing the analyzing
for TKD enrichment. keywords analysis and generation will extract therdv

The issue of proper distribution and optimizing from body via Semantic dictionary. This extractisn

keywords in TKD: One of the search engine parts’also_p_e_n‘orming for title tag. Moreover, at the emith
which is called spider (crawler), collects inforipat ~an initiated formula, the model demonstrates the

such as content, Meta tags, title and so on, fron§uggestions to user for further actions.

websites and sends them to search engine datairase f . .
calculating the ranking of each website. The spiderPal@ pre-processing: Extracting text from HTML

may come to the site any time, during day or naid  format is the first move in this data pre-procegsitep.
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Then, recognizing and removing the stop words,igbec concerning word contained sentenc&8)( Therefore,
and non-standard characters will perform. The steqt  the final formula multiplies these three factors.
is Tokenizing and counting the words and sentences. The formula is given in details:
Calculation of word frequency is the last step.
TF

Character analysis. This phase has three parts. At Al:TC 1)
first, TKD are extracted. Second, extracted partaikl

be counted and compared with the standard Sear(i'ﬂ/here'

engines (Google, Yahoo and MSN) in number of -
characters. Third, stop words are removed froml.C
extracted TKD. v

Term frequency
Total content words
Word ratio:

Keywords analysis and generation: Firstly, the model .

recognizes the keywords and descriptions in HTMLA2="Sign (w0 L,)/n (2)
format and extracts them. Then, it extracts thedwor 1

from body and description tag, which are valualde a\\Where:

keywords via setting a repetition threshold by usée |
extracted words from description are added;
automatically to the keywords since it is assuntet t |,

the users who have entered the descriptions arertsxp ;2
and have written something related to the document.

Next, it creates a list of words for the user toade si _jowoL 3
some and add them to the keywords. This part eesich ign (w)= Lw,iL 3)
the keywords for title analysis. In this part, tmedel

may encounter some words, which have a proper i sign (wO L )*

Number of title words

Number of content lines
Number of lines

word contained sentences ratio

distribution in body, but the user didn’t use oétiin 5 2_ N «y " %)
titte or Meta tags. Therefore, the proposed model (D Sign (w==Lij)/ k) /> sign (wO L,

suggests these new keywords to user for adding them = !

proper places. Where:

On the other hand, for improving the results, thek
model finds the synonyms of each word in curreig ti  J Line Li words
tag via WordNet repository (Miller, 1995). The mbde A3 = Average presence of word (in word contained
has used dictionary based semantic words (i.e., sentences)
semantic model) to find the synonyms for each
keyword. The WordNet repository, which was first
provided at the cognitive science laboratory ath =211 *A2*2A3 (5)
Princeton University in 2006 (sponsored by Google),
was exploited for the dictionary. Users can chectt a
add them if they are related to the content.

Total number of words of line Li

The body weightX) is defined as:

On the other hand, title words’ synonyms are
extracted from WordNet. Aforementioned formula is
also calculated for them. This way, keyword weight

) ) ) o obtained. Therefore, the improvement of the tithel a
Title analysis and generation: After customizing keywords is more accurate.

keywords, the most important part of the researah a

the most significant factor in SEO, (i.e., Titlg}awill  spam recognition: On the other hand, one of the main
be processed. First, Title tag is recognized anqeasons that a webpage cannot obtain a suitabkeisan
extracted. Then, for finding the title words’ weighthe  that it has been recognized as a spam page. When a
model should calculate the real values of the wdfds  keyword is repeated more than usual (it depends on
this reason, a formula is initiated in order tocoddting  number of words in document), search engines mark
the words weight more accurate. Actually, the psgab them as a spam page in the sense that these pages t
model finds the title words’ weights in the contéat gain a higher rank in listings illegally. Thereforeur
compare them with other words. This comparisonselpmodel finds all mistakes in a page by calculatihg t

to normalize the words’ values in the title. Thisrfiula ~ repetition of keywords and alerts to resolve tiseiés

has three variables: word ratia@lf, word contained Spam recognition in this model is based on
sentences ratioAR) and average of word presencethreshold and percentage. Users can adjust the erumb
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of repetitions or set a percentage in the deve'opeaable 1: Diversity and standard deviation comparisa 1st SERP

application and find any suspicious word. dataset = W
. 1st SERP Diversity average 4.70 55.43
M ethodology of the model: For evaluating the results, Standardydeviati%n 6.70 80.79

we need a dataset of random HTML file with standard
structure. It means, the HTML files should haveleTit Table 2: Number of positive, negative and neutnalaers

tag and Meta tags that created by developers ositeeb 1st dataset
owners. Unfortunately, we could not find any datase Positive results 80

this format for our experiment and we made it byNeutralresults 16
ourselves. To obtain more accuracy and precioug, 1QNegative results 4

pages randomly selected on the internet although al

HTML files could be our sample and it is possikde t For this reason, our comparison between the word
import them into our model. values is based on the “biggé@stalue” of title words.

The process of selecting the random page was bagde model is nominating the words with nominal
on heuristic method. First, several random wordehav variable as Good>{5% 1), partially Good ¥50 and
been generated by Random Word Generatork75%2), Fair £25<50%2\) or Bad (<25%.).
(Watchout4snakes.com. Random Word Generator Table 1 shows the comparison of Diversity and
(Plus), 2007). Then, these words searched on thstandard deviation on TF and TW. The results show
internet (by Google) and saved the content of BiRL  that the proposed model dramatically increasedrilve
of first SERP page (excluding online dictionaries,diversity. Also, TF that is one of the most impaita
movies and TV shows and Wikipedia websites).factors in ranking (Thurow, 2008) is increased.
Although, the volume of the page is not our concern The created dataset has 100 HTML files and
and any page can be process, but we preferredricex according to Table 2, the positive results are £§0a
more keyword to gain tangible results. It means 80% of the cases are improved. However, 16

This model uses One-Group Pretest/Post-testases or 16% of the files are improved but less tha
design for experimental procedure. It means theltsss the model expectation. Neutral answers are the
show with comparison between before and after using@nswers, which their enhancement is less than TF
proposed model. This comparison performs over twdliversity average (this value according to Tablés 1
measurement tools. The first one is the most famougdual to 4.70). ) .
and important measure tool “Term Frequency (TF)”  This way of comparison will help to choose a
and second one is the new weighting formula thatiis normalized title and keywords for documents tha ar
proposed model. In addition, this statistics agplen ~ d€Pendent on own document because the proposed

generated dataset on 1st SERP page URL'’s. Firiady, model suggests the words aCCO(ding to the .result of
narrow collations on the results of this datasewsthe =~ cOMParison between word values in document itself.

: . In addition, the proposed model calculates the
chvl\j;icy of the proposed model on Title weight &Rd words weight in keywords Meta tag. It means the

H h N i thod mak model calculates the percentage of the words in the
OYY?Ver’ € sentences recognition method Makega,\yord Meta tag which are either the same or tave
use of “.” for recognizing the sentences. It metre

i ; synonym word among the title words and vice versa.
model assumes the web designer or website owner hﬂ¥ this case, Word Net repository has been used for

used the correct punctuation. In addition, the ltotafinging the synonyms.

words number is calculated after reducing the stop  Fyrthermore, in order to check the standards in
words in order to increase the worthiness. Becausgharacter count, our application checks the lerafth
when stop words have not reduced, the numericafKD separately and compares them with three famous

results are very small and unworthy. search engine standards, (Google, Yahoo and MSN).
In addition, the percentage of total title weight
RESULTSAND DISCUSSION toward body calculates before and after using the

suggested words via proposed model. It can help the

The contribution of proposed model is helpingusers for choosing the best combination of words to
users to decide about the words that they are goomhaking the improved title that it is the proposed
enough to use in TKD or not. The model determihes t model core.
value of a word according to whether it should #ald The parameters used to evaluate our proposed
TKD or it should remove. This suggestion will help approach are Precision (P), Recall (R) and the hwed
users to manage the title and Meta tags sinceglack  harmonic of these two, which is the F-measure
is valuable. (Rijsbergen, 1979).
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In sum, in the 1st SERP page dataset we used thr@hurow, S., 2007. Search Engine Visibility. 2nd Edn

these parameters calculated as below: New Riders, Indianapolis, ISBN: 0321503244,
pp: 292.

C=80,1=16 and T = 100 then, Ramos, J., 2001. Using TF-IDF to Determine Word

P =0.83, R =0.96 and F-measure = 0.89 Relevance in Document Queries. Rutgers
University.

Where: Humphreys, J.B.K., 2002. Phrase rate: An HTML

C = Number of correct answers (positive results) keyphrase extractor. University of California,

I = Number of neutral answers (less than TF ditgrsi Riverside.

average) Bifet, A., C. Castillo, P.A. Chirita and I. Webe&005.
T = Total number of documents An analysis of factors used in search engine

ranking. Technical University of Catalonia.
These measurements show the efficiency and\bhishek, V. and K. Hosanagar, 2007. Keyword

reliability of the proposed model, which Precisi@n generation for search engine advertising using
more than 83% and Recall is about 96%. semantic similarity between terms. Proceedings of
the 9th International Conference on Electronic

CONCLUSION Commerce, Aug. 19-22, Minneapolis, MN, USA.,

pp: 89-94. DOI: 10.1145/1282100.1282119

The results are shown by extracting some wordg8howmik, R., 2008. Keyword extraction from abstsact
from body via lexical and semantic approach and and titles. IEEE Xplore Press. DOL
customizing the TKD with them, “Total Title Weight” 10.1109/SECON.2008.4494366
is improved. Also with spotting the suggestion of El-Beltagy, S.R. and A. Rafea, 2009. KP-Miner: A
proposed model, keyword and description Meta tags Keyphrase extraction system for English and
become more accurate and relative to body. On the Arabic documents. Inform. Syst., 34: 132-144.
other side, by observing the standard length, the . DOL: 10-1016/‘];'3-2008-95-002 ]
primary parameters that are directly involved irRgE  XiNg, B. and Z. Lin. The impact of search engine
will be improved. On the other hand, with incregsin optimization on online advertising market.
this factor, the “spider return time” will be shent Proceed_mgs of the 8th international conference op

For expanding the model, the study is in progress Electronic commerce: The new e-commerce:

on more than three factors and on using a neural innovations  for _ conquering current - barriers,
work solution instead of dicti b % i obstacles and limitations to conducting successful
network solution instead of dictionary-based Soll business on the internet, ACM New York, NY,

for semantic web purpose. One of the on-going m®ce USA, pp: 519-529. DOI:

is creating the dataset with low quality HTML filasd 10.1145/1151454.1151531

compare the results of the model between two d&tasex,mar, R.R. and A.K. Singh, 2010. Web structure
in order to finding the efficiency and accuracytbé mining: Exploring hyperlinks and algorithms for
proposed model. information retrieval. Am. J. Applied SciZ: 840-

In addition, there are many possibilities to 845 DOI: 10.3844/AJASSP.2010.840.845
synthesis some techniques to improving the redylts Miller, G.A., 1995. WordNet: A lexical database for
making the complete and detailed sentences based on English. Commun. ACM, 38: 39-41. DOI:

semantic approaches for Title and description dk we 10.1145/219717.219748
Watchout4snakes.com.  2007. Random Word
REFERENCES Generator. Creativity Tool.

Van Rijsbergen, C.J., 1979. Information Retrievahd
Evans, M.P., 2007. Analysing google rankings thioug Edn., Butterworths, London, ISBN: 0408709294,
search engine optimization data. Internet Res., 17: pp: 208.
21-37. DOI: 10.1108/10662240710730470

1362



