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Abstract: Problem statement: The study on twins is an important form of studytlie forensic and
biometrics field as twins share similar genetidtstaHandwriting is one of the common types of
forensic evidence. Differentiating the similaritiewriting of a pair of twins is critical in esthghing

the reliability of handwriting identification. Wiitg style can be used as biometric features in
authenticating individual uniqueness where thesgquenfeatures can be used to identify the writer,
including between a pair of twins. Existing works \Vriter Identification concentrate on feature
extraction and the classification task in orderd®ntify authorship. The high similarity in a paif
twins’ handwriting may degrade classification penfance. There should be some standards to
represent these unique features before enterigti classification task which is with the use of
discretization techniqueApproach: We proposed a new framework for writer identifioat in
terms of identifying twins’ handwriting and showetle effect of discretization process on
handwriting samples of a pair of twins in orderdbtain individual identificationResults. An
experiment has been done at the Sulaimania Untydrsiraq with fourteen pairs of identical twins
where each twin provides 4 samples of handwriting the purpose of data collecting. These
samples were implemented in this research makingoraparison between the new proposed
framework and classic frameworkonclusion: Our experimental results showed that with new
framework identification of handwriting of a pairf dwins can be improved through the
discretization process.

Key words: Pattern recognition, twins’ handwriting, individitgl representation, discretization
technique, writer identification, macro-featurealrevriter, unique code, psychological
traits, human’s knowledge

INTRODUCTION the only means of discovering the real writer of a
written text out of a group of people (Plamondonl an

Pattern recognition serves as a vital part ofotsi | orette, 1989; Srihari, 2010).
engineering and scientific fields such as computer  preyious studies done on biometric identification
vision, biology and artificial intelligence. Handwng of twins such as the discriminability between the

analysis is an essential branch of the patterngrdtion . . . ) .
field as it has an important purpose in the coormo fingerprints of a pair of twins (Jaiet al., 2002), DNA

and forensic document investigations (Sargural.,  analysis (Rubucki et al., 2001), computational
2008; Tanet al., 2010; Sriharit al., 2007), Signature discriminability analysis on the fingerprints of ing
identification (Li and Tan, 2009) as well as Iris (Liu and Sargur, 2009), show of coefficient valies
recognition (Chowhan and Shinde, 2008). A person’sndividual sets as a form of unique code for a pe's
handwriting is usually affected by many personalface (Rycchilk et al., 2009), prove that there are
elements such as self training history plus phggiohl 0 gjojagical traits in nature which do not chamgyer

and psychological state and nature which make e years. Handwriting, however, is more associated
distinguishing the handwriting of a pair of twingcam y ' 9, ’

of study with utmost importance. with a person’s attitude and behavioral factorsheat
The Twins Handwriting Identification is a quite than the aspects of psychological traits which jrev

popular area of research in pattern recognition andesearchers the real motive behind the studies on

computer vision fields as it, in some situationmvide  handwriting (Sarguet al., 2008).
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Among the obstruction mentioned, distinguishingfeatures of writers between a pair of twins’ harniting
twins’ handwriting is considered one of the fir§ttbe  and significantly illustrate the related features a
obstacles. As the uniqueness of an individualtega in ~ systematic way to provide easier classification and
their handwriting has been noticed ages ago, mangbtain better identification result.
techniqgues have been established over the vyears,
depending on human’s knowledge and proficiencytb s MATERIALSAND METHODS
and compare people’s handwriting (Sarefal., 2008).

The ability of distinguishing a pair twins' Individuality of handwriting: Handwriting has long
handwriting is considered an efficient mean ofbeen considered one of the means of presenting a
personality identification via each twin’s own person’s individualistic nature and the writer's
handwriting. The identification of twins’ handwrity,  individuality rests on the hypothesis that each
however, is found to be much more complex compareéhdividual has consistent handwriting (Srihati al.,
to that of non-twins as the resemblance of the2007; 2002; 2001). The relation of the characters,
characteristics in the writing manners of twinssesi  words and the shape or style of writing is veryikim
huge similarities in the features of a pair of tsvin between a pair of twin. However, there are stilique
handwriting forming a purpose for the identificatio features for each twin. These unique features @n b
operation. The phase is divided into two stages; thgeneralized as the individual’s handwriting eveouidh
individual features analysis and the identificatamd there can be high similarity in a pair of twins’
capture of similar features. The two functions tiren  handwriting. Figure 1 shows the example of the
computerized and executed accordingly via the daks handwriting samples of two pairs of identical twarsd
method of pattern recognition in order to get ressul the similarity between them.
both rapidly and accurately.

Pattern recognition applications are usuallylndividuality representation: Good features acting as
executed through feature extraction and classifioair  input to a classifier are important in order to adbt
learning scheme (Li and Tan, 2009; leual., 2003; good performance in the process of identification.
2004). The most critical and highly prioritized pess  Extracted features usually perform the classifirati
in pattern recognition is capturing and selectihg t task directly in order to identify a writer. Thefsatures
desired main features. This is especially important 4o not portray the individual features of a writer
the case of the identification of Twins’ Handwrgin  paotween a pair of twins because the handwritingyf
The two main problems in Writer Identification (W1) a5 yery closely similar features which lead to lsma

]:rhlf[S: first 'S; tofﬂ(??f the tmﬁanj oftacqwtan]g thaim variance in the handwriting between a pair of twins
eatures out ot difierent handwriting Styles or Wer anqiner process is needed to in order to improwee th

cI_oser §|m|lar handV\{rltlng styles as' a way of authorship invarianceness. This study will adop th
discovering the real writer (Xet al., 2008; Bensefia . . o .
Invariant Discretization technique based on the

et al., 2005; Schlapbach and Bunke, 2004; étal., . :
2004; Srihariet al., 2002; Shert al., 2002) and how Previous work done in (Mudat al., 2008) to be
to obtain the meaningful features when comparing dmPlemented on the twins” handwriting. _

pair of twins’ handwriting. The second problem is  1his process will help in increasing the variance
categorizing the features selected from the differe Petween the features in the handwriting of a péir o
handwriting styles and the twins’ handwriting tWins. An overview of a new framework which is

styles into the proper classes where the featuredeeded as an additional procedure prior to the

belong to. classification task in order to improve the perfanoe
Previous studies have developed new approaché¥ the identification process of twin's handwriting
or techniques for better feature extraction angrnf The traditional framework is shown in Fig. 2 while

the concept of individuality in handwriting. Howeye the new framework is shown in Fig. 3.
from the literature, it is found that most of thedies _
focused on how to extract the individual featuresF€ature extraction: Macro-feature captures the global
between a pair of twins and not on illustrating theCharacteristic of writer's individual writing habénd
individual characteristics of handwriting betwedret Style. They are extracted from the entire document
twins for Systematic representaﬂon_ (Sarguret al., 2008; Srlharl, 2010), IS eprOIted in this

The focal point of this study is to suggest newwork on Twins handwriting. ToFa-IIy there are thete
framework and implement the invariant discretizatio macro feature including the initial eleven features
process of features in order to represent the iddal  reported in (Sriharét al., 2002; Srihari, 2010).
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Fig. 3: New framework

contours, contour slope components consisting of
(number of horizontal, number of positive, numbér o
vertical and number of negative), average heiglit an
average slant. Eight features use in our experirbést
(entropy of grey values, binarization thresholdmiver

of black pixels, number of interior contours, numbé
exterior contours, average height , average sladt a
average stroke width). We have chosen Macro-Feature
because features that capture the global charstiteri

of the writer’s individual writing habit and styt@n be
regarded to be macro-features (Srihetrial., 2007).
More details on the procedure of the macro-feature
algorithm can be found in (Sarget al., 2008; Srihari
etal., 2001; 2002).

Discretization: Training instances are usually the focus
for classification problem. The set of trainingtarsces
are usually categorized into classes with certéstindt
features describing them. Through the process of
discretization, discrete partition with certain rtagm of
intervals is formed when the continuous features ar
transformed. The range of each interval is reptesen
by the boundaries, both lower and upper.

However, there are many ways for continuous
features to be represented. This leads to the faed
certain important points where firstly, the numbéthe
intervals for the discrete partition needs to beiak.
The intervals are usually selected randomly by the
users. The second phase is where the boundartbs of
intervals need to be determined. There are margrakv
known methods for discretization such as Equal
Information Gain (EIG), Maximum Entropy (ME) and
Equal Interval Width (EIW). The recently proposed
Invariants Discretization has managed to succdgsful
provide higher rates of identification (Mudet al.,
2008). Invariants Discretization is a supervisedhoe
where the process starts with a search for the
appropriate intervals representing the informatbout
the writer. Each interval has a set of boundaripper
and lower. The number of the intervals for eachgena
should also be the same as the number of feature
vectors. Computation is done for each writer where
according to each writer, their individual uniquese
can be preserved and the classification task can be
easier done. The illustration for the feature vecto
grouped with the interval will be similar to theopess
for the interval. The discretization process presid
several benefits including non-linear representatio
(Agre and Peev, 2002), through the set of intervals
easier interpretation by human can be done é.ial.,
2002) and with the reduced amount of data, thega®c
of computation can be done faster and higher acgura

The initial eleven features are: entropy of greycan be achieved (Pongaksatnal., 2009; Hwang and

values, binarization threshold, number of blackefsx

Li, 2002). Through the study done in (Muet al.,

number of interior contours, number of exterior 2008), it was proven that the use of discretized dan
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provide better classification compared to the Usére Based on the writers’ classes, the intervals ¢s cu
discretized data. The results of the study showed and the values representing each interval are leddcl
significant increase in the accuracy of the idégdgtfon ~ The Writer Identification domain set this conceptene
when the discretization is implemented on the psedo each twin in every pair has his or her own writgtgle
integrated Moment Invariant. and individuality which ensures the preservatiorhaf
Issues regarding supervised and unsuperviseihdividual's unique characteristics. The featuras be
discretization were discussed by Agre and PeewWlustrated much clearer and the characteristicshef
(2002). Two supervised method for discretization,features can be maintained through the process of
entropy-based discretization and MVDM-baseddiscretization. Therefore, in order to match thecpss
discretization, were enhanced and managed tto the concept, the calculation of the intervalgl an
successfully increase the accuracy of the claggifin ~ representation values is done for each writer'sscla
process. Another study by Mehtat al. (2004) Feature invariant vector are transformed into
proposed a correlating preserving discretizatiomctvh  discretize feature vector as shown in the examples
is a form of unsupervised method. The proposedrig. 4 and 7.
algorithm was used on multivariate dataset whese it
efficiency proved sufficient with the prediction of

with the size of the interval which then gives each
interval or cut its lower and upper approximatidhe
number of the feature vectors for each image dsfine
the number of intervals or cuts. With this, the fem

of applied invariant vectors in a moment invariant
function can be kept to its original amount. A deng
representation value is defined to represent each
interval or cut ensuring that their corresponding
feature vectors will be similarly represented. The
algorithm for the discretization process is as show
below.

6541.892.7790.7702.11.093 1.327 1a
247 1.662.8440.7491.8 1.6255.123 1a
22042.033.1490.7412.61.281 1.602 1a
2736 1.282.5490.745 1.3 1.140 7.368 4b
22431322.2470.766 1.7 1.500 7.621 4b
23641322.1970.7723.4 1.484 7.182 4b
2.1101.312.4060.764 3.6 1.078 7.055 4b
2.8451.142.3390.784 4.9 1.593 5.422 10b
2.8990.851.7690.803 2.1 3.484 5.449 10b
2.4621.192.2450.8033.24.6405.731 10b
2.6
2.65
2.
2
5

. . 2.8731.362.1240.696 1.8 1.265 4.936 13b
missing values. 2.648 1622361 0.698 1.8 1.390 9.324 13b
2.7652.632.9570.7002.2 1.531 4.882 13b
H . . . . H 2.089 1.552.2480.688 0.9 1.812 9.544 13b
Invar_|ant d|$cret|_zat|9n process: The importance _of 3082 133252610784 4.9 1100 3.041 1b
Invariant Discretization in this work is to achieve 28671332275 0.7802.6 1625 3935 1b
more accurate classification of the writings ofadr of 21168 172 2.398 0.784 2.6 1734 4.234 1b
i i i i 1 2,968 1.532.1270.6802.3 1.906 4.484 13a
twins. Wlth the given mforma_tl_on about thg clas_sés_ S s e e e
each image of the handwritings, the discretization 2.809 2.192.564 0.684 1.8 1.515 1.904 13a
. . . 2 232252 2 2
algorithm can be applied and appropriate set of cut 6732303138 098030 o377 3380
representing the writer's data can be found. The 2-8;31-7;21333;33?-4131: 2w
.. . . . 627 25 7 a
minimum to maximum range of the data is divided 2488 1.84 2,588 0.796 1.8 1,031 7.244 4a
722561.362.4150.7742.3 1.453 4.628 1la
5
2

211.072.1500.8111.74.125 5.810 10b

571.592.5500.7 9"18118 5.328 10a

5 0.727 ’.3 6.812 5.938 14b
226937 3.805 14b

DR RNRBERNRERDRRLRDRRRRDRERRDRERERILDRDRNI RN NN

1ov oo iz-mu.wgwwa—abaa—\o R R o N N N P T I - N I D Sy NV )

3.166 0.711224.171 3.330 14b
5470.8152.24.5465.5299a
2140.8431.84.484 44389
428 0.8431.96.046 4.864 9a
472 0.843 3.78.01554559%a

Algorithm of discretization

For each writer {
Min = min feature; Max = max feature;
No_bin = no_feature_invariant;
Interval = (Max — Min)/ No_bin;

834 0.7 974349<3<”346b
579 0.8021.44.953 4.867 6b
998 0.7942.73.781 5.8829b
544 0.7921.9 3.140 5.891 9b

For each bin { 5480794271109 5.0989b

Find lower and upper value of interval;
RepValue = (upper —lower)/2;

‘390 1.""511b
328 1.43011b
1070.8151.31.4535.2126a
4490.8071.84.34358746a
650.8152.24.546 1.107 6a
364 0.8193.65.3285.2136a

If (feature in range of interval) 7020680 1.8 3.906 5,934 11a
4070.7021.9 5,906 5.224 11a

Dis_Feature = RepValue;
- g 992.6010.6941.358121.55911a
} 4247323929080.6921.43.1091.23611a
} Fig. 4: Invariant feature vector data for pairwirts
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Discretization fortwins 1_a
d_max =5.1230 d_min=0.7410

Lower and Upper value for BIN for twins: 1_a

Bin 0: lower: 0.7410 Upper: 1.2888 rep value for bin 0:1.0149
Bin 1: lower: 1.2888 Upper: 1.8365 rep value for bin 1:1.5626
Bin 2: lower: 1.8365 Upper: 2.3843 rep value for bin 2:2.1104

Bin 3: lower: 2.3843 Upper: 2.9320 rep value for bin 3:2.6581
Bin 4- lower: 2.9320 Upper: 3 4798 rep value for bin 4:3.2059

Bin 5: lower: 3.4798 Upper: 4.0275 rep value for bin 5:3.7536

Bin 6: lower: 4.0275 Upper: 4.5753 rep value for bin 6:4.3014
Bin 7: lower: 4.5753 Upper: 5.1230 rep value for bin 7:4.8491

Discretization data of twinsl_a

2.6581 2.1104 1.5626 2.6581 1.0149 2.1104 1.5626 4.8491
26581 2.6581 2.1104 2.6581 1.0149 2.1104 1.0149 1.5626
2.6581 2.1104 1.5626 2.6581 1.0149 1.5626 2.1104 4.8491
2.6581 2.1104 15626 32059 1.0149 2.6581 1.0149 1.5626

Fig. 5: Example of discretization process for tsvin a

Discretization fortwins 1_b
d_max =4.7000 d min=0.7800

Lowerand Upper value for BIN for twins 1_b:
Bin 0: lower: 0.7800 Upper: 1.2700 rep value for bin 0:1.0250
Bin 1: lower: 1.2700 Upper: 1.7600 rep value for bin 1:1.5150
Bin 2: lower: 1.7600 Upper: 2.2500 rep value for bin 2:2.0050

Bin 3: lower: 2.2500 Upper: 2.7400 rep value for bin 3:2.4950
Bin 4: lower: 2.7400 Upper: 3.2300 rep value for bin 4:2.9850

Bin 5: lower: 3.2300 Upper: 3.7200 rep value for bin 5:3.4750
Bin 6: lower: 4.7200 Upper: 4.2100 rep value for bin 6:3.9650
Bin 7: lower: 4.2100 Upper: 4.7000 rep value for bin 7:4.4550

Discretization data of twinsl b

Y o o o) [t

24950 2.0050 15150 2.4950 1.0250 4.4550 1.0250 2.9850
24950 29850 1.5150 24950 1.0250 2.4950 1.5150 3.9650
2.4950 2.0050 1.0250 2.0050 1.0250 2.4950 1.5150 3.4750
29850 24950 1.5150 24950 1.0250 2.4950 15150 4.4550

Fig. 7: Example of descritized feature data

Fig. 6: Example of discretization process for twind 1:2 |
Figure 4 shows the data for the handwriting of a |
pair of twins before the discretization process.e Th so
eight columns represent the extracted feature r&cto 2
while the column at the end shows the class label f sl
the writer. A row of eight invariant vectors repeas a 2

single image for one writer. iz h—l ‘] il
Figure 4 shows the continuation of the 5 :

discretization process done on the data in Fig. Bh& UnDis Dis UnDis Dis UnDb Dis
figure shows an example of how the data of palr af Holte 1R Algorithm Genetic Algorithm Exhaustive Algorithm
twins 1 is discretized. The discretized featureadat
shown in Fig. 7.

The data in Fig. 7 is the discretized feature datdig. 8: Visualization of divergence level between-U
which shows that data representation illustrates th discretized and discretized twin’s datasets for all
characteristics of each twin. data training and testing
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Table 1: Comparisons of identification rates vdifferent training and testing datasets

Rosetta built-in methods on reductions Holte 1Foatgm Genetic algorithm Exhaustive algorithm
Datasets Un-Dis Dis Un-Dis Dis Un-Dis Dis
Accuracy (%) 50% training data 50% testing data 821. 92.98 10.90 92.98 10.90 92.98
Accuracy (%) 60% training data 40% testing data 16.8 100 13.36 100 11.36 100
Accuracy (%) 70% training data 30% testing data 185. 100 18.18 100 18.18 100
Average accuracy (%) 14.59 97.66 14.14 97.66 13.48 97.66

This correctly represents the concept
individuality for every pair of twins as statedtime WI
domain. The analysis of the identification perfonoa

ofsuccessfully done with discretization algorithm.eTh
experiment for macro-features algorithm technidgfioes

is then done through the identification process wlie
discretized feature data.

RESULTS
The new framework with twin's handwriting

identification successfully done. The identificatiof the
handwriting of a pair of twins can be improved thgh

extracting the features and all tested classifsews
that the use of discretized data produced morerateu
results. The process of discretization can systeait
represent the features of the data. This helptsirate
the individuality of each twins’ handwriting in
discretized data more clearly. This study focuses o
proving that the identification process using disized
data increases the performance of indentifyingrédze

the discretization process Fig. 8. An experiment iswriter between a pair of twins’ compared to the abe

conducted to compare the accuracy of the idertiifica
for both discretized and undiscretized data.

The percentage of the accuracy is shown in Table

1. The extraction of the feature is done with tlse of
macro-features algorithm (Sargetral., 2008; Sriharet

al., 2001; 2002). Techniques provided by the Rosett

toolkit including Holte 1R classification, Genetic

discretized and undiscretized data for the purpafse

a

undiscretized data.
CONCLUSION

In this study, a new framework for the purpose of
identifying twins’ handwriting is proposed and wavie

algorithm and Exhausive algorithm are used on thec‘hOW the effects of the discretization process fun t

handwriting samples of a pair of twins. An expenimne

identification (Ohrn and Komorowski, 1997). The has been successfully conducted with the use of the
extracted features are the undiscretized data whde Proposed framework. The individual features in the
extracted features which have gone through théwins’ handwriting can be systematically represdnte
discretization process make up the discretized. ddta  With the use of the invariants discretization aitjon.
experiment is done with the use of the samples ofhe extracted discrete features are used in the
handwriting from fourteen pairs of twins where eachdiscretization process to granularly mine the anstip
twin provides four samples. of the writer. The authorship identification candemne
Table 1 summarizes the experimental results aftegasier with the reduced amount of similarity errdise
running with 78 training data and 33 testing dataresults reveal that with the use of the invariant
consisting of 70% training data and 30% testingddf  discretzation technique, the accuracy of the twins’

training data and 44 testing data with 60% of wtach
training data and the 40% are testing data andafitirtg
data and 55 testing data with 50% of which arenitngi
data and 50% are testing data. The below-obtae®atr

shows that the overall identification rate (Average

Accuracy (%)) with discretized data is very good.

The overall identification accuracy from eachrtirag
and testing datasets achieved is calculated throu
confusion matrix in (Ohrn and Komorowski, 1997).

DISCUSSION

In this study, we have introduced a new framework

for twin's handwriting identification which is

handwriting identification is significantly improde
with the overall classification get good accuracy
compared to undiscretized data.
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