Journal of Computer Science 7 (7): 1038-1045, 2011
ISSN 1549-3636
© 2011 Science Publications

Integrating Buffer M anagement with Epidemic
Routing in Delay Tolerant Networks

!G. Fathima andR.S.D. Wahidabanu
'Department of Information Technology,
Adhiyamaan College of Engg, Hosur. TamilNadu, India
*Department of Electronics and Communication Engg,
Govt. College of Engg, Salem. TamilNadu, India

Abstract: Problem statement: The Design of Delay Tolerant Network (DTN) routipgotocols has
focused to operate in an environment where therm iguarantee of end to end path between source
and destination at all points of time. The DTN srst has focussed primarily on applications that ar
delay tolerant. But it can also be used to provestd time information like accident alert in VANETSs
and emergency alert in earth-quake monitoring apptins. Such environment stimulates the need to
introduce priority to messages and deliver thethatearliest according to the prioritpproach: In

this study, an effective buffer management is psegoand integrated to epidemic routing to support
delivery of real-time information at the earliebt.the proposed approach, an indexer, scheduler and
dropper is used to perform the buffer managemesults and Conclusion: The performance of
epidemic routing after integration is evaluated andhpared with other policies in terms of metrics
such as delivery ratio and delivery latency. Thautation results show that the approach presented
performs well with an advantage of delivering riéiade information at the earliest.

Key words: Delay tolerant networks, routing protocols, ptiadtion of messages, delivery ratio,
delivery latency, epidemic routing, simulation résubuffer management

INTRODUCTION operates based on the principle of store-carry and
forward routing. i.e., DTNs offer asynchronous

Mobile Ad Hoc Networks (MANETs) are pommuni_cation where ~Mmessages are sent to the
infrastructure-less and nodes in the network ardntermediate nodes, which is stored by them until a
constantly moving. Node mobility in MANETSs causes swtable. next hop or _the destination is availalde f
frequent change in topology of the network. Toforwarding. The details of delay tolerant network
accommodate the dynamic topology of MANETS, anarchitecture are available in (Fall, 2007).
abundance of routing protocols like OLSR (Clausen
al., 2003), AODV (Perkins, 2003), DSR (Johnson and MATERIALSAND METHODS
Maltz, 1996), ODMRP (Leet al., 2001), LAR (Ko and
Vaidy, 2000) and many variations to the original The DTN approach is well suited for deploying
MANET routing protocols (Natsheh and Buragga,applications in the developing world as it allows
2010) have also been proposed. A review of theseapplications to continue to operate with much less
protocols (Geetha and Gopinath, 2007) is studidd. Ainfrastructure compared with more traditional
these protocols operate based on assumption that thetworking approaches. There are many applications
network is always connected and there exists end-tdhat make use of DTN like (i) low-cost internet
end path between any source and destination patr. Bprovision in remote or developing communities
this assumption fails in certain applications lideep  (Pentland et al., 2004), (i) vehicular networks
space networks, military ad hoc networks and wazle (VANETs) for dissemination of location dependent
sensor networks where the connectivity is ofteninformation (eg., local ads, traffic reports, paki
intermittent due to node mobility, power consermati information (Basu and Little, 2002)), (iii) noise
disaster etc., To enable communication even ungsgr s monitoring and earth quake monitoring etc., From th
challenging environments, researchers proposedna nditerature survey (Jones al., 2007; Zhang, 2006; Daly
network paradigm called Delay-Tolerant Networkittg. and Haahr, 2010; Farredt al., 2006), it is understood
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that a large amount of research has been performed Becker, 2000) is based on flooding. It floods the
developing efficient routing algorithms for DTNs. message to all its neighbors. Then it relies oghtgirs
The environment that is considered in this stigly i to transmit messages through flooding. This would
rural and sparse areas with low node densitieshggid  result in maximal spreading of the messages throuigh
node mobility. In such areas, there is very litlkeno  the network and therefore achieves high delivery
fixed infrastructure available. Only mobility ofdlmode  probability. But it consumes a lot of resourcesoddgh
is exploited to deliver the messages. The DTN mebea Spray and Wait routing (Spyropoulos, 2005;
has focussed primarily on applications that areaylel Spyropoulost al., 2008) works a bit like Epidemic but
tolerant. But they can also be used to provide tieed it restricts the amount of copies that are spreathé
information like accident alert in VANETs and network. Thereby it restricts the excess use of
emergency alert in earth-quake monitoring appliceti  resources. But it has less delivery ratio comp&odtiat
Such environment stimulates the need to introducef Epidemic routing.
priority to messages and deliver them at the esrlie
according to the priority. o Buffer management and related work: Buffer
DTNs operate with the principle of store, carrgan management is a fundamental technology which

forward. Messages are buffered before they ar@ontrols the assignment of buffer resources among

considered in this study consists of network widvl  according to certain policies. An  efficient buffer

node density and high node mobility, the duratidn 0 management policy is required to decide at eagh ste
contact is _small. MO(e;over_ the bandwu_jth is congde \hich of the messages is to be dropped when bisffer
to be limited. A critical issue here is (i) to sEle ) and which of the messages are to be transtitte

messages from the buffer that are to be transmittefynapy pandwidth is limited irrespective of the rougti
within the available short duration of contact (i9 algorithms used.

drop messages from the buffer selectively when the ™ 114 protocols like Direct Delivery and First

buffer overflows. Both of which requires an effeeti Contact routing are single copy protocols wherey onl

buffer management. In this study, an indexer, saleed gne copy per message is routed in FCFS orderthie.,

and dropper is proposed to manage the buffer. The . : . .
proposed buffer management is integrated witHnessages are transmitted in the order in which they

Epidemic routing as it is the better choice in viefv were stored ".1 the.buffer. Among the replicatio_rsehh
successful delivery in DTNS. protocols, Epidemic and Spray and Wait routing also

uses FCFS forwarding policy. PROPHET (Lindgetn
Epidemic routing and buffer management: There are aI.,_2004) rout_ing r_n.akes forwarding.de(_:ision based on
various routing protocols available for DTN. Gerigra delivery predictability of the destination. It need
the routing protocols of DTN differ in the knowleeig history of past encounters for calculation of defiv
that they use in making routing decisions and thgPredictability. MaxProp (Burgeset al., 2006) routing
number of replication they make. The various DTN@SSigns priorities to the messages based on hapt cou
protocols are Direct Delivery routing, First Coritac @1d delivery likelihood. Estimation of delivery
routing, Epidemic routing, Spray and Wait routing, likelihood is don_e ba_sed on hl_stoncal data. Iw_mrds
PROPHET routing and MaxProp routing. Among thethe messages with high priorities when a contéasesar
above mentioned protocols, the first four protocarls ~ RAPID (Arunaet al., 2007) protocol derives the per-
simple routing protocols which don't require any packet utility function from administrator-speciie
knowledge about the network. The latter two proleco routing metric. It forwards the messages with hihe
use some extra information to make decisions omtility value first. Similarly, the Optimal policyin
forwarding. As the network considered is sparserand (Amir et al., 2008a; 2008b; David and Giaccone, 2009)
knowledge about the network is known, epidemicderives per-message utility function from statastic
routing is considered as the dominant choice. Megeo learning and the message with smallest utility is
unlike other protocols, it does not rely on mopilar ~ dropped when the buffer is full and message with
location information to aid in routing decision. highest utility is scheduled first for transmissiom
Comparison of different DTN routing protocols and Prioritized Epidemic Routing (Ramt al., 2007), each
their buffer utilization (Fathima and Wahidabanu, bundle is assigned a drop priority and transmionsi
2010a) is studied. which is based on hop count. i.e., the number @sho

the bundle has traversed thus far. The transmission
Epidemic routing: The proposed approach is dropping is done based on the priority. The previou
motivated by the properties of Epidemic routing.eTh work (Fathima and Wahidabanu, 2010b) classifies the
Epidemic routing (Alanet al., 1987; Vahdat and bundles based on Class of Service. The approach
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presented in this study differs from the above U et
mentioned works in considering the priority spesdfi 5 ,
by the application and lifetime of the bundles. f —

The simple dropping policy used in many networks —
is drop tail policy. Apart from drop tail policy ¢he are ~ —— ndexer ! | Transmitted
other policies proposed in the literature (Davitisi., bundles. : g bundles
2001; Lindgren and Phanse, 2006) like Drop Old (DO)
Drop Young (DY) and Drop Random (DR). Upon {oBuffr 3
arrival of a packet the system can decide to either Overflow
accept the packet or reject it or accept it andpdro
another packet based on the policy. Though a number )
of dropping policies are possible, it is studiednfr ~Fig. 1: Buffer management system-overview
literature that DO gives better performance thameot

policies. But it does not provide any mechanism for The network that s considered —can be
storing high priority messages. characterized as partially connected with low node

s ; .. _density and high node mobility. The movement inhere
Similarly, though a number of scheduling pOIICIeS'n the nodes themselves is exploited to deliver the

are possible, FCFS is the simple policy which syda messages when the network is partially connected.

implement. As long as the contact duration is Ion.gAssume that N is the total number of nodes in the

enough to transmit f"‘" messages a node has, FC&S Shetwork. Each of these nodes has a buffer, which ca
very reasonable policy. However if the contact tara

is limited. FCFS is sub-optimal as it does not jdev store either messages belonging to other nodes or

. : o . _messages generated by itself. Each message inatksti
any mechanism for preferential delivering of h'gh(io one of the nodes in the network and has a Time-T

prlobr:ty mehssagesl. . Con3|der|ng thhe atalpve r?alh ive (TTL)/lifetime value. Once the TTL value exes,
problems, the goal is to determine the po ICy WhiChy, o message is no more useful to the applicatiahitan
maximizes the overall throughput or equivalently is dropped from the buffer. In DTN, bundle protol

minimize the overall loss probability of high pilyr 5o for transfer of messages. A bundle is a pobtoc
messages. Therefore the proposed approach attémptsy,iq unit of the DTN bundle protocol (Scott and

differentiate tra_ffic pased on priority and_proviUetter Burleigh, 2007). The bundle with real-time infornoat
levels of service in a best-effort environment. Thejs get to high priority. The lifetime field availebin the
proposed approach is more advantageous in emergengyimary bundle block gives the expiration time.
applications as it does preferential delivery withst The proposed buffer management system
delay. comprises of (i) Bundle indexer which assigns intex
bundles according to their priority and the lifegindii)
Proposed approach of buffer management: Most of  Bundle scheduler which is invoked when the contact
the existing routing protocols offer best effortvéee.  opportunity arises and schedules the bundles based
There is one fundamental limitation of best effortindexing (iii) Bundle droppewvhich is invoked when
method being used: it makes no attempt to diffémemt buffer is full and drops the bundle based on indgxi
the traffic that is generated by different hostsit B  Value. This system is illustrated in Fig. 1.
provide different services to different applicagoit is
necessary to differentiate traffic. For e.g, antadout
the accident is more important than the regulatifigs.
Moreover there may be some messages in the buff

thse I!fet|me IS small and de"Ye””g them at theentire bundle is stored in the buffer. Initially rtzlles
earliest is more important according to _the|r_ ptyor . are indexed according to the priority and the ilifiet
Therefore a buffer management mechanism is requireghy stored in appropriate entry in the index tallee
which is capable of transmitting and dropping mgesa  pundle Indexer is a function of newly arrived bundl

preferentially so as to maximize the delivery ratio  and the bundles in the index table. The bundle with
minimize end to end latency. A motivation for the |owest index has highest precedence.

proposed approach is to provide a means by which

applications that are not intrinsically delay taler can  Bundle dropper: When the entire buffer is full, some

still be supported by DTN deployment to deliverirea of the bundles should be dropped to give room &w n

time information. bundles. So once the buffer is full, the Bundlepger
1040
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is invoked. A bundle is dropped automatically wilem  specifically for DTN environment. It is a discredgent
TTL expires. It is also taken care that a node Ehoat  based simulator. It is a Java-based tool which igesv
drop its own bundle (source) to give room for newlyDTN protocol simulation capabilities in a single
arrived bundles. The idea of giving priority to so&1  framework. A detailed description of this simulaier
bundles has been proposed in previous studies asd wavailable in (Keranen, 2008). The Mobility modeéds
shown to improve the average delivery ratio. So thés Random Way Point (RWP) model. It is the model in
same idea is followed here. Bundle dropping is awhich nodes move independently to a randomly chosen
function which identifies the bundle to be droppeddestination. As the network with random behaviaur i
based on indexing value. The policy followed for considered, Epidemic routing is used as the routing
dropping is to drop the bundle with highest indekue.  algorithm.
The simulation environment consists of sparsely

Bundle scheduler: In Epidemic routing, summary distributed mobile nodes and they communicate when
vector is maintained at each node which repregbets they are in the communication range of one another.
buffered messages at that node. Initially, onlysuary  The settings of the nodes like buffer size, tramsmi
vector is exchanged when two nodes come into theange, transmit speed, node speed, wait time, nuafbe
communication range of each other to know the lesdl nodes are set as mentioned in the Table 1.
that are already available. In the proposed approac The performance of epidemic routing under
summary vector is not maintained. Instead, onlydbein  different buffer management policies is compared in
ids from the index table are exchanged between eadkrms of metrics like delivery probability and aage
other. Short duration of contact between the n@ifes  delivery latency. Simulation results for different
finite bandwidth may not allow the node to transalit  dropping policies with FCFS as the scheduling polic
the messages that are available in the buffer. M@  with respect to delivery probability are shown het
some bundles have real-time information which ibéo Fig. 2. The different policies that are compareé ar
sent earlier. In such cases the order in which th®rop OId (DO), Drop Young (DY), Drop Random
messages are transmitted is significant. Bundl§DR) and Proposed Policy (PP). It can be observed
scheduler transmits the bundles from lowest index tfrom the result that as and when the traffic load
highest index. _ _ increases, the delivery probability decreases

It should be noted that irrespective of thejrrespective of the policies. At the same timealo
scheduling policy adopted, the messages whosgnsures that the delivery ratio does not get retiuce
destination encountered are the first to be tramedhi ‘upon incorporating the Proposed Policy (PP), when
and the same may be deleted from the buffer. Thigompared to other policies due to increase in @aath

increases the delivery ratio as well as gives rdom gt it guarantees the delivery of high priority sages
new bundles. Nodes do not delete bundles that argst which is confirmed through the results of

forwarded to other nodes (i.e., not to destinatian)
long as there is sufficient space available intibffer.

By scheduling the bundles based on the prioritg, th
best effort service can be enhanced. It is moretioed

to implement. Performance of DTN is measured in
terms of average delivery ratio and average dsliver
latency which are defined as follows:

simulation. When compared to other approaches from
the literature, the proposed approach has the eadrh
of maintaining the index table. But it has the dred
delivering real-time information with less delayhél
proposed policy is more advantageous when there is
strict constrains on resources like buffer and badith.

It has been shown in previous studies that DO
i . i , policy gives better performance in terms of delwer
* Delivery ratio is defined as ratio of number of ra4iq" among the different drop policies used with

messages delivered to the destination to the totglyigemic routing. The simulation results shown in
number of messages sent by the sender Fig. 2 support it.

« Delivery latency is defined as the average of time
taken to reach from source to destination by alkgpie 1: parameters

messages Parameters Values
No.of Nodes 100
Transmit Range (m 250
RESULTS Transmit spee?d ((I\/Itgps) 2

Node Speed (km/hr) 10-60
To evaluate the proposed approach, the ONEmessage size (MB) 1-2
Simulator has been used. ONE is an OpportunistigTL of message (min) 30
Network Environment simulator which is designedBuffer size (MB) 15
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Simulation results for different dropping policies

——DO PP ——DY ——DR
‘ with FCFS as the scheduling policy with respect to

80 delivery latency are shown in the Fig 3. It can be

70 observed from the result that as and when theidraff
load increases, the delivery latency increasesdiapi

60 - irrespective of the policies. At the same timealio

50 ensures that the delivery latency does not getaszd

upon incorporating the proposed approach when

:_;‘
= 40 = ici i i
= ~ compared to other policies due to increase in @asth
2 30 Bqt t_he proposed po!icy guarantees thg de_Iivedyigm
z priority messages with least delay which is conéidm
z 20 through the results of simulation
o]
= 10
DISCUSSION
0 1
0 1000 2000 3000 4000 The system is further evaluated to check the
Traffio load performance behavior of messages with different
ratiieoa priorities at different rate of generation and dised in

this section. The result shown is average of sévera
simulation runs. The scenario 1 is the case whereth
is no overflow. The scenario 2 and 3 are the cdsenw

Fig. 2: Delivery probability Vs traffic load

| ¢ DO = PP +—DY | there is an overflow.
1070 -
Scenario 1(messages with different priorities at
1060 1 equal rate): In scenario 1, messages with different
3 1050 priorities are generated at equal rate and thdivetg
= ratio is observed. The result in the graph of Hg.
2 1040 1 confirms that the delivery ratio of high priority
= 1030 - messages is higher than normal messages. This is
g 1020 1 because according to the proposed policy, all high
= priority messages are scheduled first. Therefamost
= 1010 A all messages with high priority reach their degiora
1000 4 before the lifetime expires.
200 , , , , Scenario 2 (messages with different priorities at
0 1000 2000 3000 4000 different rates): In_scenqriq 2, messages are generated
such that rate of high priority messages is moaa the
Trafficload rate of normal messages (i.e., high priority messag
Fia. 3: Deli lat Vs traffic load are doubled that of normal messages). When thedbad
'g. <. Lellvery latency Vs traflic loa high priority messages is increased, the delivatip rof

normal messages gets decreased. It can be obdarved
~ The new prioritized policy which combines the the result of Fig. 5. The rationale behind thisutes
lifetime and the priority of the messages do notthat overflow occurs due to increase in load ofhhig
decrease the delivery ratio compared to DO poliay b priority messages. But only normal messages are
guarantees delivery of high priority messages.fife  dropped to give room for high priority messages.
rationale behind the result is that the messagéls wi Therefore the delivery ratio of high priority megea is
high priority are forwarded first. So they have mor not affected but delivery ratio of normal messages
chances of earliest delivery than other messageis. T sffected due to loss.
ensures that the high prioritized message is fatedr
with least delay and least likelihood of being greg  Scenario 3 (messages with different priorities at
due to buffer overflow. This improvement of the different rates): In scenario 3, messages are
performance of high priority messages at a littlegenerated such that rate of high priority messages
overhead of maintaining and processing the indeleta less than normal messages (i.e., high priority
gives a special merit to the proposed approach. messages are halved that of normal mes3ag
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Even when there is increase in traffic load of rarm
messages, still the delivery ratio of high priority
messages is higher. The rationale behind this trésul
that, as high priority messages are less, the loveiis
only due to normal messages. In this scenario dowpr
to the policy, only normal messages with highedein
are dropped to give room for normal messages with
lesser index. Therefore the delivery probabilityhafh
priority messages is not affected as there is 8o tf
high priority messages and this can be inferrethftioe
result in Fig. 6.

CONCLUSION

The study targets on application that requires
preferential delivery in an environment where reses
like buffer and bandwidth are constrained. The dyuff
management approach presented in this study indexes
the traffic based on priority and lifetime and does
scheduling and dropping based on their indexes.
Thereby it ensures the delivery of high priority
messages first. The results illustrate that thep@sed
buffer management policy performs equally well or
more to other policies in terms of delivery ratitnem
there is no knowledge about the network is knowth an
the resources are limited. The service required lE@n
specified by the application. So it can be used in
vehicular networks where several messages from
different application can be transmitted with vdrie
importance. In order to avoid starvation of normal
messages, aging can be used. The fair queuing with
dynamically assigned weights, can be utilized for
controlling the quality of service. Thereby it adsises
the integration of QoS in the DTN framework prowigli
a bound on performance metrics like delay or
throughput. Apart from delivery ratio and the dely
delay, the other metrics like loss probability gralver
consumption can be taken into account for optinonat
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