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Abstract: Problem statement: The sensor for image control point in Face RecagmiFR) is one of
the most active research areas in computer visrh g@ttern recognition. Its practical application
includes forensic identification, access contra &nman computer interface. The task of a FR system
is to compare an input face image against a databastaining a set of face samples with known
identity and identifying the subject to which theput face belongs. However, a straightforward
implementation is difficult since faces exhibit sifjcant variations in appearance due to acquisijtio
illuminations, pose and aging variations. This agsk contracted with several images combined
through image registration offering the possibiliof improving eigenface recognition. Sensor
detection by head orientation for image controlnpaif the training sets collected in a database was
discussedApproach: In fact, the aim of such a research consisted, fidggntification of the face
recognition and the possibility of improving eigacé recognition. So the approach of eigenface
focused on three fundamental points: generatingndéges, classification and identification and the
method used image processing toolbox to perform nifaérix calculations.Results: Observation
showed that the performance of the proposed teabnmroved to be less affected by registration
errors.Conclusion/Recommendations. We presented the intelligent sensor for face reitimg using
image control point of eigenfaces. It is importamnhote that many applications of face recognition

not require perfect identification, although mosfjuire a low false-positive rate. In searchingrgda
database of faces, for example, it may be preferabfind a small set of likely matches to pregent
the user.
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INTRODUCTION chance that a person may be misidentified as soeneon
else and slip past security. Any incremental

Face recognition is a weak biometric because it ismprovement designed to enhance face recognition
unable to reliably identify persons or worse it lwil performance is worth considering.
identify the wrong person. Face recognition usesges In addition to any initial filtering, the face fgst
of people that have different facial expressionsl anidentified (called face detection) out of the sceseg
angles to the camera. The ideal center, portrge ty software such as Intel's OpenCV image processing
environment greatly improves face recognition.library. Next various algorithms can be used tothi®
However, in reality this environment is not alwaysface recognition. One approach uses eigenfaceshwhic
available in real applications due to tilted canamgles. approaches face recognition not from the standpafint

Face recognition works well for small groups of features such as ears, eyes, mouth and nose lmt fro
data but as the number of individuals are addetthéo encoding of the variations in the face. These tiaria
database, the number of false identifications imees. are described mathematically in a form called
If a system can reliably identify over 99% of sutge  eigenvectors each one describing a variation irfabe.
that at first seems like excellent reliability. Hewer, These vectors are combined to form a ghostly image
that 1% represents a considerable waste of time. Thcalled an eigenface. A set of weights are calcdlate
1% of subjects falsely identified means that in apermitting comparison and thereby identification.
terrorism situation for a large population, sigrsint Image registration combines and aligns two
resources must be spent manually excluding falsdifferent images of the same scene to provide a
positives. Alternatively, it also means there iemote  combined image.
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These two images are usually used to represent thdassify the existing approaches present in thensific
change in an overhead shot taken from an aircraft diterature between those that neglect the temporal
satellite for instance to indicate building cityoarth or  information, and those that exploit it even palyial
vegetation changes over time. One of the imag#seis search to detail the extensions to video data of:
base and the other image is the difference undegigenfaces, fisherfaces, and active appearancelsnode
evaluation. The images can be taken from different  Yeasin and Kuniyoshi, (2000) in, application the
cameras and camera angles and like a rubber sheststem track the object in real time and use theate
stretched, the images are aligned to form one image network to detects the face and eye location frben t

In security environments, variations in the faea ¢ video stream at a slower rate.
be caused by shadows caused by camera angle and The face must be identified in a scene first befor
angle to the sun including reflections off nearbyrecognition can take place. This is called facectan.
surfaces. The face is constantly moving and imagek is fully described as active research projeats i
taken will have different head orientations. Insthi Rischholz (2005) for finding faces in arbitrary ses.
difficult environment, an eigenface would be difflat A rectangular image containing the face is created
for the same person depending on the head orientati which is separate from other objects in the scene.

A camera positioned near an entryway would expect t The Automatic ldentification and Data Capture
obtain images of persons at different angles from t (AIDC) site at Western Carolina University (Autoncat
camera. The face area must be detected in the aocene Identification and Data Capture, 2005) describes
tracked. The face will not appear centered but aeigenface technology. The eigenface recognitiotesys
different head orientations. Some means of avegagincommonly takes all of the faces and forms a meae fa
these differences before vectorizing the face wdodd image. It then compares the differences and siitidar
useful. for each face between the mean image and the input
face being subject to face recognition. The in@def
Related works. Eigenfaces are a set of eigenvectorsgets a fithess score assigned to it which indicHitdse
used in the computer vision problem of human facdace is in the database. The fithess score also
recognition. Eigenfaces assume ghastly appearancdetermines if the image is a face and can thendreds
They refer to an appearance-based approach to faes a new face in the database if the fitness sioes
recognition that seeks to capture the variationain not match a current face in the database. The salyan
collection of face images and use this information of the eigenface is that it is fast and does nqtire a
encode and compare images of individual faces in &igh storage of data. The disadvantage is thatg h
holistic manner. Specifically, the eigenfaces ane t problems identifying faces that do not face the eam
principal components of a distribution of faces, ordirectly and under different light levels. The eifgce
equivalently, the eigenvectors of the covariancérima approach also has problems dealing with facial ag
of the set of face images, where an image with NxNskin scarring. Another approach called eigenfeature
pixels is considered a point (or vector) in>N measured facial metrics such as the distances betwe
dimensional space. eyes and nose. Combining eigenfaces with

Turk and Pentland (1991) originally developed eigenfeatures improves face recognition considgrabl
face recognition using eigenface techniques. The Belhumeurt al. (1997) describes in Eigenfaces vs.
project provides for a form of computational patter Fisherfaces: Recognition using class specific linea
recognition for the face. The term eigenfaces isdus projection develop a face recognition algorithm abhi
because mathematical algorithms using eigenvectoris insensitive to large variation in lighting ditien and
represent the primary components of the face. Weigh facial expression. Taking a pattern classification
are used to represent the eigenface features so approach, consider each pixel in an image as a
comparison of these weights permits identificatafn coordinate in a high-dimensional space
individual faces from a database. They also distuss Heseltine et al. (2002) describe preprocessing
problems of not having a perfect centered face anag techniques used to improve eigenface face recogniti
which results in some performance degradation aot sTests are performed to compile data on False
much effected from sideways tilt of the head butaby Acceptance Rates (FAR) and False Rejection Rates
non-upright view. They suggest two approaches tqFFR). Factors affecting face recognition include
solving it by calculating the head orientation andchanges in intensity and direction of light, pdlyia
performing rotation. covered faces through sunglasses, hats and fagial h

Matta and Dugelay (2009) describes the art oand changes in expressions on the face. The study
person recognition using facial video informatiomda discusses the problems occurring when light illates
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one side of the face resulting in a principal congr,
which provides errors in identification of faces.

As In Face Recognition using a Cognitive
Processing Model (Tepvorachai and Papachristou
(2008). In the conventional eigenface method, the Database
Principle Component Analysis (PCA) algorithm
associates the Eigenvectors with the changes ..
illumination. Object is the improvement of faciatage ) )
association for face recognition using a cognitive Fig- 1: Sensor of face detection process
processing model. This method is based on the motio
of multiple-phase associative memory. The Esseg fac
database is used to verify our model for facial gma U | r
recognition and compare the results of face redimgni
with conventional eigenface method. |

Lanitis (2004) describes an algorithm that uses th I
nonoccluded part of the face for face recognitibhe /
hidden part of the face is excluded from interfgnimith
the face recognition process so that identificatisn

Sensor [ (* Image |* Facedetection ™ F.Recognize [* Identification

(B

improved. The study focuses on excluding non- . f’
systematic facial appearance variations caused L 2(' ™~ €2
sunglasses and hats, instead of systematic vasatio et
caused by aging, illumination, viewpoint and expi@s. Q
Gupta and Jain (1997) describe a Visual © L Uy

Information Retrieval (VIR) system using recall of
different types of images from a repository, one of /
which has face retrieval using eigenfeatures. Imag:
transformations are computed for each face. A
limitation found is that as the database incredbes
computations become too intense and difficult to
automate requiring human intervention along witghhi
associated training costs.

Graham and Allinson (1998) states that if the ) ) o
image of the person in the database is differemhfthe In Fig. 2 we have considered a simplified
test image, the system should recognize the persoffPresentation of the face space .The images aée, f
which is defined as pose invariant recognition. Whe and in particular the faces in the training setuithdie
test images have different poses, the system stasilld n€ar the face space.
be able to recognize the individual. For a compthiar The projection distance should be under a
task may be unlikely because computers view imayes threshold. The images of known individual fall near
pixels. To make the computer capable of invarianS0Me face class in the face space. .
recognition, features must be removed. Pose invaria Euclidean Distance is the most widely duse

recognition is based on using different imagesezfpe ~ distance metric, it's a special case of a gendasiscof
for training, or by creating a 3D model, which dam norms.To Find the Euclidian distance between the new

used to generate more images. face projection and the class projection wse the

Figure 1 represents the principle of adtjais of ~ following conditions:
the image that will compare the images of stantigrd
stores in the database. g =[|Q-Q] <6
The sensor detection of image and selection of
attention is such a fundamental mechanism thatsleac{Nh )
to a prioritization of sensor information analysisd ere.
actuator information synthesiBifferent models for Q = Pro!ected face
selection of attention try to explain the mechanism®« = Projected class face

through the interaction between head, eyes an& = Euclidian distance
mouth. 6 = Threshold
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Fig. 2: Visualization of two a 2D faces space witie
axes representing two eigenfaces
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MATERIALSAND MATHODS C:izM_ DOT = AAT @)
M n=1

Experiments with eigenfaces and method: This

approach focuses on three fundamental points: where the matrixa = [q,l’q,z’q)yq)m _____ -‘DM]-

» Generating eigenfaces Th_e : matrix C’. however HN* _by N and_
e . determining the N eigenvectors and eigenvaluesis a
» Classification and Identification of face intractable  task for typical image sizes. A
*  Method used image processing toolbox to perforng,my iationally feasible method is to be funded to
the matrix calculations calculate these eigenvectors. If the number of pabat
in the image space is M@N? there will be only M-1
meaningful eigenvectors, rather than 2 N The
eigenvector can be determined by solving much small
matrix of the order N¥kM? which, reduces the
computations from the order oM, pixels. Therefore
the construct the matrix L:

Generating eigenfaces. One of the main applications
of the PCA in Computer Vision is in facial recogmit.
Assume a face imadéx, y) be a two-dimensional
M by N array of intensity values, or a vector of
dimension MxN. The Training set used for the arialys
is of size 110x129, resulting in 14, 190 dimensiona
spaces. A typical image of size 256 by 256 dessrdbe | —A poTATA 3)
vector of dimension 65, 536, or, equivalently, &pm
65,536-dimensional space. For simplicity the facewhere,L =T ®_and find the M eigenvector, and
images are .aSS“”.‘ed to be of size I\heNuItln.g N'a | These vector determine linear combination of ¥he
point in N2dimensional spacén ensemble of images, training set face images to form the eigenfaces v:
then, maps to a collection of points in this hupace. '
Images of faces, being similar in overall configima, v, =3 U, ® (4)
will not be randomly distributed in this huge image o
space and thus can be described by a relatively IOV\(Nhere | =1
dimensional subspace. The main idea of the prihcipa T
component analysis (or Karhunen-Loeve transform) ig|asgfication and identification of face: Once the
to find the vectors which best account for thegigenfaces are created, identification becomestarpa
distribution of face images within the entire image ecognition task. The eigenfaces span arf- N
space. These vectors define the subspace of faggmensional subspace of the original A image space.
images, which we call “face space”. Each vectoofis the - significant eigenvectors of the matrix are

length N, describes a NxN image and is a linearcposen as those with the largest associated eilyesva
combination of the original face images. Becausseh | ihe test

vectors are the eigenvectors of the covarianceixnatr Cases, based on M = 6 faces images, M’ = 4
corresponding to the original face images and tB®au gjgenfaces were used. The number of eigenfaces to b
they are face like in appearance, we refer to th8M 56 js chosen heuristically based on the eigeasaly
‘eigenfaces™. , new face image (I) is transformed into its eigeafac
Let the training set of face imagesbg ;... My components (projected into ‘face space’) by a simpl

The average face of the set is defined %y%Zrk operation:

Each face differs from the average by the vectorQ, =v (I, -W¥) (5)
®, =T, -W¥. This set very large vectors is then subject

to principa| component ana]ysis, which seeks atht where, k =1,....M this describes a set of point-by-point
orthonormal vectors, u which best describes the images multiplications and summations. The
distribution of the data. The kth vector ig chosen projections into the seven-dimensional face spuee,
such that: weights form a vector:

N G0, @ @00, ©®)

That describes the contribution of each eigenfiace
The vector yandA, scalars are eigenvectors and representing the input face image, treating the
eigenvalues, respectively of the covariance matrix: eigenfaces as basis set for face images.
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The vector is used to find which of a number ofindicates if the image is a face. The test faces ar
predefined face classes, if any, best describegattee  obtained from the AT and T Laboratories Cambridge
The simplest method for determining which face €las (2005), which contains ten images of 40 person& wit
provides the best description of an input face inmg each image undergoing different lighting, head
to find the face class k that minimizes the Eudite orientation and facial expressions.

distance:
RESULTS

& :HQ _QkH (7) . .
Two images were read into the MATLAB
command window and converted successfully to
A face is classified as belonging to class k wher{natrices representations. The two images were then
the minimume, is below some chosen threshdd selected for interactive selection of control psinsing
otherwise the class is classified “unknown”. Theth€ cpselect command. This tool is shown in Begd.
distance thresholdf, is half the largest distance g
between any two face images, mathematically can be
expressed as:

where,Qy is a vector describing the,Kace class.

1 .
0, = max {[Q-Qf} jk=1....M (8)

Recognition can formulated as:

* &26, then input image is not a face
* <8, 26, then input image contains an
unknown face
* e<6,e =min{g} <6, then image contains
individual k’
(@) In the first case, an individual is recognized
and identified
(b) In the second case, an unknown individual is
present
(c) In the first case, the image is not a face imag
Case one typically shows up as a false positive
in most recognition system

Method used image processing toolbox to perform
the matrix calculations: There are various programs
available to do eigenface recognition experiments.
Gonzalez et al. (2004) in his book contains
intgrates materials of leading text and many atbors
and matlab functios and Luigi Rosa developed alen-fi
program called Face recognition system (Matlab -
Central, 2005) using the Mathworks Matlab language ;w\\ Fe— —
based on the eigenface methods described by Turk an |- ' , ;
Pentland (1991). It uses the Mathworks image - 5 c :
processing toolbox to do the image processing and - e
perform the matrix calculations. The program pesmit [ g
input of images for each person as part of trairsets. s ot
After the training sets are loaded in for multiple : @ :
persons, the input image can be selected for face
recognition. The result indicates the nearest claspig. 3: (a) selecting control FERET image; (b) Sthg
(training set), the distance from the averagedréay= control FERET image; (c) selecting control
of the set and the distance from the facespace;hwhi image eye; (d) selecting control image eye
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The base image is on the left and a different headalled image spac&here each coordinate of the space

orientation and eye detection is shown on the right
Unfortunately, there are problems creating

corresponds to a sample (pixel) of the image.

We remark the Eigenfaces technique raises a

matching control points for the faces. Only two number of issues, such as:

matching control points can be selected and three a
needed to use transformation type affine, which*
combines scaling, rotation, shearing and transiatio .

Once the spatial transformation is applied using
transformation type affine, errors occur becausé noe
enough control points have been selected. The

commands used are listed below: .
imagel = imread(‘fotom.png’); % for Fig. 3a .
image2 = imread(‘fotom01.bmp’);%for Fig. 3b
cpselect(imagel(:,:,1), image2(:,:,1)) .
mytform =

cp2tform(input_points,base_points,’affine’)
and:Imagel=imread(‘fotom.png’);%for Fig. 3c
image2 = imread(‘fotom01.bmp’);%for Fig. 3d
cpselect(imagel(:,:;,1), image2(:,:,1))

mytform =
cp2tform(input_points,base_points,’affine’)

The cp2tform command fails because not enough
control points (also known as tie points) have been
selected. At most only two control points are
successfully selected at one time and at lease thre
needed for the affine type transformation.

DISCUSSION

In this research we have the analysis of intafiige
sensor for face recognition can be viewed as the
problem of robustly identifying an image of a human
face, given some database of known faces. It haiseal
difficulties of other vision-based recognition pleins.
The image changes drastically due to several comple
and confounding factors such as illumination, camer
position, and camera parameters.

Figure 1 represents the principle of acquisitidn o
the image by sensor of face detection process En@F
we have considered a simplified representationhef t
face space. The projection distance should be uadere
threshold. The images of known individual fall near
some face class in the face space.

Figure 3 shown the experimentation of face
detection with Method used Image Processing Toolbox
to perform the matrix calculations. The Matlab
command window and converted successfully toe
matrices representations.

A two dimensional image I(x, ypay be viewed as
a point (or vector) in a very high dimensional spac
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How to select k, the number of Eigenfaces to keep.
How to efficiently update the face space when new
images are added to the data set.

How best to represent classes and perform
classification within the face space.

How to separate intraclass and interclass varigtion
in the initial calculation of face space

How to generalize from a limited set of face
images and imaging conditions.

There are obvious shortcomings of the Eigenfaces
technique. For example, significant variation in
scale, orientation, translation, and lighting will
cause it to fail.

Algorithm for finding eigenfaces: First to obtain M
training images, 1,1 ,....1,, it is very important that the

images are centered:

Represent each imageas a vectorr; where the
matrix is:

a; &, - 3y
| = 8 &y By
a'Nl aNZ qxlN NxN
a, ]
: (9)
an
concatenatior — — | : |=T,
B
_aNN

Then Find the average face veajor

Subtract the mean face from each face velctdo

get a set of vector®;. The purpose of subtracting
the mean image from each image vector is to be
left with only the distinguishing features from bac
face and “removing” in way information that is
common.

To find the Covariance matrix C, note that the
Covariance matrix has simply been made by
putting one modified image vector obtained in one
column each. Also note that C is &dNI> matrix
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and A is a NxM matrix.-Calculate the improve eigenface detection but under sensible
Eigenvectors wf C conditions using changing real time video framéss t

+ Instead of the Matrix AA consider the matrix BA approach is not sustainable.

«  Find the best M Eigenvectors of C = AAy using
the relation discussed above. That js= &v; Also ACKNOWLEDGMENT
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