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Abstract: Problem statement: The Case Based Reasoning (CBR) method can berimpted in
differential diagnosis analysis. C4.5 algorithm Hasen commonly used to help the method’s
knowledge building process. This process is coragldty constructing decision tree from previously
handled cases data. The C4.5 algorithm itself eanded with an assumption that all the cases has an
exact and equal truth value thus have an exactibatibn in decision tree building process. However
the decision makers sometimes not sure aboutukie af the cases in the cases database, theréfore t
confidence value can be different for case by cBssides that, the C4.5 algorithm can only handle
cases that are stored in a flat table with datéoim of categorized text or in discrete class. This
algorithm has not yet explained about how is denigiee building mechanism in situation when the
data are stored in relational tables. It also haisyet explained about the process of knowledge
building when the data are in the form of numbecantinuous class. Meanwhile, the observed objects
in this research, that is medical record data,namstly stored in a complex relational database and
have common form of categorized text, discrete remntontinuous number and image. Therefore, the
C4.5 is needed to be improved so it can handlesigcbuilding for cases database of medical record.
Approach: We develop a knowledge building framework that bandle confidence level difference
of cases in cases database. The framework we hlstal allows the data are stored in relational
database. Moreover, our framework can processidatee form of categorized text, discrete number,
continuous number and image. This framework is hrg&/C-C4.5, abbreviated from Complex
Uncertain Case C4.5 as it is the improvement froh5Calgorithm. Results: The CUC-C4.5
framework has been applied on the case of diffakediagnosis knowledge building in a group
decision support system to handle geriatric pati€hts framework was implemented by using PHP
and Javascript programming language and MySQL DB@$clusion: The CUC-C4.5 can support
differential diagnosis analysis on group decisiopport system for geriatric assessment.
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INTRODUCTION email. Another application in clinical was implentech
by Salam Khan (2003) for diet recommendation.

Case Based Reasoning (CBR) method allows Beside medical, case based reasoning method can
making analysis or reasoning for a case based ope also applied in many other disciplines. Nikreifal.
previous experiences. With the method, every(2003) applied this method to generate recommenmlati
possibility of diseases for a patient (differentialin travel scheduling for newly tourist groups. They
diagnosis) can be analyzed by using medical recorfuild a cases base from the previous tour expegienc
data as the cases database. The analysis made by tenerally from the groups which ever makes a trigh w
method then can support doctors in order to detexmi their specification. After that, by using an adaipta
differential diagnosis for a patient. There are wnan criterion and equality function, it will result thieest
researchers found discussing the use of CBR method recommendation for the groups. In finding the
medical world. Abidi (2002) has made a researchuibo similarity of a new case with its cases base, defned
the use of CBR to manage people’s personal health factors & to & (a: Age, & cost, & Favorite, &
dynamically. He implemented it in a Java-based cas@rigin).
based reasoning engine that applied a compositional Disease diagnosis’ knowledge in this research is
adaptation algorithm to a personal health infororati represented as a decision tree. The algorithm irsed
package in HTML format that can be sent to user'sbuilding the decision tree itself is an improvemeft
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C4.5 algorithm. The C4.5 algorithm was published by In this research, we improved the decision tree
Quinland (1993) and Kohavi and Quinlan (1999). Thisbuilding process by considering a weighting for hkeac
algorithm was also used by Fan and Wen (2007)dim th case representing users level of confidence foc#ise.
online test system. With this system, C4.5 algamith The determinant variable that used in the decitiea
was used to determine the grade of test. building is in the form of categorized text, number
C4.5 algorithm can be applied in knowledgediscrete class, number in continuous class and émag
building process with an assumption that all ofdla¢a  The target variable from this knowledge building
in cases database have an equal level of confidésce process is the diagnosis and the determinant asiab
the consequent, all the data in cases databasesfjgaé are medical record data. The determinant variabtes
contribution in knowledge building. However, in the grouped to three forms: Single variable, unlimipharal
real world, the most situations that happened areariable and limited plural variable. This groupimgets
decision makers have different level of confidencethe existing mixture in medical record data.
about truth value of data in the cases database. The framework of this decision building model is
Therefore, it is necessary to improve the C4.5rélygm  named CUC-CA4.5. The framework is shown in Fig. 1.
in order to consider the decision makers’ differlenel Singular variable defined in Fig. 1 as a variable
of confident. that has single value in the assessment. For eeampl
As the cases data, the C4.5 algorithm uses data Bge, sex and smoking status. The data in singular
the form of categorized text and number in discretevariable can be in form of categorized text, camtiror
class. Meanwhile, medical record data as the casediscrete data. Continuous data are defined as ncaher
database in this research, contained data in séinee o data that are not sliced precisely, hence makaléte
forms that cannot be processed by the C4.5 algorith variation is unlimited. For example in the temperat
Categorized text, discrete number, continuous numbedata, these data can be valued 30, 30.2, 30.28530.
or even image, can be seen frequently in the medic&0.2577 and 30.25772°C and so on. In contrast tivih
record data. Furthermore, the C4.5 algorithm carkwo continuous data before, discrete data are numetatal
only on the data saved in flat table model (Quinlanthat is sliced precisely and the values are onlgtér
1993) when the medical record mostly saved inparticular points, for example children numberp2,
complex relational database. These facts become o@; 4,...). Categorized text data are text data tlaaeh
purposes to improve the classic C4.5 algorithm tdbeen categorized wee like sex, religion, occupatioth
handle problems related to the form of medical réco so on.
data as the observed object. Limited plural variable is defined as variable ttha
C4.5 algorithm improvement, that is termed ascan have more than one value for each assessroent, f
CUC-C4.5, was implemented in knowledge building inexample symptom, allergy and operation history.
group decision support system to handle geriatridJnlimited plural variable is defined as variablattlis
patient. Geriatric patient is an old person pattbat is  specifically referred to image data. Data in trosni
handled by a geriatric team in a geriatric assessmewill be extracted to 7 visual features, those avtorc
(Darmojo, 2002). Geriatric team in this research’smoment order 1, color moment order 2, color moment
object hospital included geriatric consultant, intst, order 3, entropy, energy, contrast and homogeneity.
occupational therapist, neurologist, dentist, pgateist,  Limited plural and unlimited plural features are

nutritionist, social worker and pharmacist. continuous data.
In this research, continuous data and discreta dat
MATERIALSAND METHODS with high variation of value will be mapped into

discrete form that has number variation predefinga

The objects to be processed into knowledge baseategorization process. After all the data mapped t
building machine are the data of medical recordsdiscrete class the next step will be cases tabldibg
selected variables and selected cases. Selectdblear and filling. These data in cases table becomeepes
data are defined as variable data that are seldnted in decision tree building.
decision makers as determinant variable. Sele@sdsc The clustering process in this framework is gsin
data are defined as medical record data that seetsd  k-means clustering algorithm. K-means clustering is
by the user as the cases base in the knowledginmil popular algorithm in data clustering process atisi
Medical record data can be whether in the form ofThe use of this algorithm was published by
singular data, unlimited plural data, or limitedugal  MacQueen (1967) and Berry and Gordon (2004). This
data (image). Singular data can be whether a déscrealgorithm was also applied by Moon Kimt al.
number, continuous number, or categorized text data (2007) for clustering music in a musicaébsite.
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Fig. 1: CUC-CA4.5 framework

They extracted music properties from music’s sound
wave. They could give music recommendation that isENrOPY(X)=
best-meet the users music needs. Meanwhile, Gobert
and Hiroshi (2007) used k-means clustering to @ass \Where:
unlabelled MRI data. X = Case set,

The knowledge building process uses the C4.§, - The number of partition in S
algorithm. In general, steps in C4.5 algorithm told p = Proportion of S0 S
decision tree are (Craw, 2005):

p; xlog, p (2

n
i=1

In this research, we make an improvement to the

* Choose attribute for root node classic C4.5 algorithm. With the new algorithm, s
«  Create branch for each value of that attribute is allowed to give a level of confidence for eadse
* Split cases according to branches involved in knowledge building. The level of

* Repeat process for each branch until all casewin t confidence value is ranged from 0-10. A 0 value msea
branch have the same class _that a user does not believe the cases truthneak, at

*  Choosing which attribute to be used as a root, I3herefore the case does not give any contributmn t

based on highest gain of each attribute, the gain 'decision building. A 10 value means that a usely ful

gggg’;?d using Formula (1) (Quinlan, 1993; CraW’confident with the case and therefore the caseatliah

contribution in decision making.
. n ‘3‘ By considering the degree of confidence of old
Gain(S,A)= Entropy(S};Ex Entropy(S (1) cases, then the gain formula in Formula (1) shdudd
i modified. The |$ value that previously was the number
Where: of cases in'i partition, is becomes the number of case’s
S = Case set degree of confidences iff partition (). The value |S|
S = A partition of S according to the value of that was the count of cases in S, becoming the rumb

attribute A , s .
N = The number of attributes A of case’s degree of confidence in S.

|S| = The number of cases in tﬁbp'artition RESULTS
|S| = Total number of cases in S
The CUC-C4.5 framework has been implemented in

While the entropy is given the Formula 2 (Quinlan,a Group Decision Support System (GDSS) for géxiatr
1993; Craw, 2005): assessment in knowledge managememiodule.
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Fig. 2: Knowledge management concept map

Table 1: Test result
Test
Framework model test

Result
The knowledge generated bgsys

Determine case that will be used to consider diagnosis and determine degree of belief|
(CF) every case.
CF value between 0 and 10. 0 is not believe, and 10 is believe

equal to that generated manually Dlcheck all
Performance test 3.08 ':"' T — ﬁFm
1 |8hmad Baasir 10
Choose variable that will be used to consider diagnasis M fowar Zahri, S 10
Determine count of variable class that need to be categorized Hp [Coek Harlo Santoso 10
Dchsckal Fig. 4: Case setting interface
WVariable CIass 1 L13.0 (33.33 %)
count AND M79.1 (33.33 %)
1. smoking ’ AND K20.8 (32.32 %)
2 IF smoking =T
2' drmk\ng alkohal ‘ THEN M79.1 (S0.00 %)
l_?]‘l drinking coffee ‘ AND K80.8 (50.00 %)
3 IF smoking =T
A i ) A AND alkohol =T
Fig. 3: Variable setting interface THEN M79.1 (S0.00 %)
AND KS0.8 (50.00 %)
This module contains facilities of setting varightase
setting, case detail, training, rule list, and diegjs Fig. 5: Rules list interface
analysis. The facilities contained in the knowledge
H Assessment Number
management module are illustrated as a concept map |-
shown in Fig. 2.
The interfaces of variable setting, cases setting, e =
rules list and differential diagnosis analysis liies are 1c0 Nama %
M79.1Myalgia I50.00

shown in Fig. 3-6 respectively.
The test process of this framework is divided itvio

K80.8 Other cholelithiasis 50.00

activities, framework model test and performancs.te

The process’ result is shown in Table 1. Fig.
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DISCUSSION allows decision maker to determine level of coniicke
value for each case in cases database.

Knowledge management module in GDSS for Having improvement of the classic C4.5 algorithm,
geriatric has been intended for internist, neunslog the CUC-C4.5 framework is capable of being
dentist and psychiatrist, in the process of knogéed implemented with the medical-record’s relational
building. Variable setting facility is intended to database model. The framework accept many data inpu
determine the selected variables that will be usdte types (now working with categorized text, discrete

knowledge building process for each user. Caséisget nymper, continuous number and image) and also meets
facility is intended to determine assessments ikt mostly medical record’s type of data.

be used in the knowledge building process for each  tho cuc-c4.5 framework has been successfully
user. The cases detail facilitated is intendedrtwbe implemented in a group decision support system for
the variable values in a assessment. The traiaicigty/ geriatric assessment
is intended for user to trigger the knowledge bnid '
process. The rule list facility is intended to \d@fme the
knowledge into production rule form. Differential
diagnosis analysis facility is intended for userdo
differential diagnosis analysis for a patient. Thes Abidi
interfaces were built with PHP and Javascript '
Programming Language and MySQL DBMS.

The framework model testing was made by
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