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Abstract: Problem statement: The objective of the hybrid algorithm for privacyeperving data
mining is to hide certain sensitive informationtkat they cannot be discovered through association
rule mining techniquesApproach: The sensitive items whether in Left Hand Side (LH®)Right
Hand Side (RHS) of the rule cannot be inferred ugto association rule mining algorithms by
combining the concept of Increase Support of Ledhéll Side (ISL) and Decrease Support of Right
Hand Side (DSR) algorithms i.e., by increasing dadreasing the support of the LHS and RHS item
of the rule respectivelyResults: The efficiency of the proposed approach is compavigd alone
Increase Support of Left Hand Side (ISL) approamhréal databases on the basis of humber of rules
pruned. Conclusion: The hybrid approach of ISL and DSR algorithms pmimore number of
sensitive rules with same number of database scans.

Key words: Hybrid algorithm, association rule mining, privagyeserving, mining algorithms,
sensitive items, hiding association

INTRODUCTION alter the data before delivery to the data minethsd
real values are obscured. One technique of this
Privacy preserving data mining is a novel researctapproach is to selectively modify individual values
direction in data mining and statistical databagkere from a database to prevent the discovery of a Get o
data mining algorithms are analyzed for the sideets  rules. They apply a group of heuristic solutions fo
they incur in data privacy (Evfimievslat al., 2002). reducing the number of occurrences (support) ofesom
Here is the introduction to data mining and assmsia frequent (large) item sets below a minimum user
rule mining and later on “privacy preserving the specified threshold (Liet al., 2008; Yanget al., 2005).
association rule mining” is explored in more detail The advantage of this technique is that it maxisite
which is the base of this research. amount of available data, although it does not ensu
Data mining, the extraction of hidden predictive the integrity of the data. The second type of mywes
information from large databases, is a powerful newthat the data is manipulated so that the mininglrés
technology with great potential to help compan@=ué  not affected or minimally affected.
on the most important information in their datalsase Given specific rules to be hidden, many data
(Razali and Ali, 2009). Association rule inductina  altering techniques for hiding association, clasatfon
powerful method for so-called market basket analysi and clustering rules have been proposed (Inan and
which aims at finding regularities in the shopping Saygin, 2006; Poovammal and Ponnavaikko, 2009;
behavior of customers of supermarkets, mail-ordeierykioset al., 2004 ; Karguptat al., 2003; Inaret al.,
companies, on-line shops and the like. For exanple, 2006). However, to specify hidden rules, entireadat
famous Indian supermarket named Big Bazaar usesining process needs to be executed. For some
association rules for deciding their marketingtsigges  applications, we are only interested in hiding a@iert
like offers should be given in which products, whic sensitive items that appeared in association riteis
products should be placed together in shelves. work, we assume that only sensitive items are gargh
The concept of privacy preserving data mining hagpropose one hybrid algorithm based on already
been proposed in response to the concerns of pheger proposed ISL algorithm to modify data in database s
personal information from data mining algorithmsthat sensitive items cannot be inferred through
(Sayginet al., 2002; Vaidyaet al., 2008). There have association rules mining algorithms. The proposed
been two broad approaches. The first approach is talgorithm is based on modifying the database
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transactions so that the confidence of the assouiat
rules can be reduced. The efficiency of the progose
approach is further compared with ISL algorithm

The following notation will be used in the paper.
Each database transaction has three elements: T
<TID, list-of-elements, size>. The TID is the uniqu

(Agrawal and Srikant, 1998; Wang and Jafari, 2005jdentifier of the transaction T and list-of-elen®iig a

Wanget al., 2004; 2007). It is shown that our approach
prunes more number of rules.

The problem of mining association rules was
introduced in (Yangt al., 2005). Let | = {i, i»... i} be
a set of literals, called items. Given a set ofisections
D, where each transaction T is a set of items soah
TOI, an association rule is an expressiosX where
X0Ol, YOI and XnY = @ The X and Y are called
respectively the body (left hand side) and heaghtri
hand side) of the rule. An example of such a rsilthat

list of all items in the database. However, eagmeint
has value 1 if the corresponding item is suppohsgd
the transaction and 0 otherwise. Size means thdeaum
of elements in the list-of-elements having valud-Gr
example, if | = {A, B, C}, a transaction that haset
items {A, C} will be represented as t = <T1, 102, In
addition, a transaction t supports an item setémthe
elements of t.list-of-elements corresponding taieof

| are all set to 1. A transaction t partially sugpaan
item set | when the elements are not all set té&dt.

90% of customers buy milk also buys bread. The 909gxample, if | = {(A, B, C) = [111], p = <T1, [111B>

here is called the confidence of the rule, whichanse
that 90% of transaction that contains X also corstad.
The confidence is calculated 1Y |+-|X|. The support
of the rule is the percentage of transactions ¢batain
both X and Y, which is calculated [A&Y|+|N]. In
other words, the confidence of a rule measures th
degree of the correlation between item sets, wihiée

support of a rule measures the significance of th%re-specified

correlation between item sets. The problem of ngnin
association rules is to find all rules that areatge than
the user-specified minimum support and minimum
confidence.

As an example, for a given database in Table 1,
minimum support of 33% and a minimum confidence
of 70%, four association rules can be found a®vait
A = >B (66%), B = >A (100%), A = >C (66%), C = >A
(100%), B = >C (75%), C = >B (50%).

The objective of data mining is to extract hidden
potentially unknown interesting rules or patternsnf
databases. However, the objective of privacy pvisgr
data mining is to hide certain sensitive informatiso
that they cannot be discovered through data minin
techniques. In this work, we assume that only seasi
items are given and propose one algorithm to modi
data in database so that sensitive items cannafédreed
through association rules mining algorithms. More
specifically, given a transaction database D, armim
support, a minimum confidence and a set of itens H
be hidden, the objective is to modify the dataliaseich
that no association rules containing H on the rhgind
side or left hand side will be discovered.

Table 1: Database D
TID

T1

T2

T3

T4

T5

T6

3

>>>>>>
O WowWwwm
(eleleld

d

and g = <T2, [001], 1>}, then we would say that p
supports | and q partially supports I.

MATERIALSAND METHODS

€ In order to hide an association rule, we can eithe

decrease its support or its confidence to be smilén
minimum  support and minimum
confidence. To decrease the confidence of a rute, w
can either (1) increase the support o of X, ilee, left
hand side of the rule, but not support aflX, or (2)
decrease the support of the item séfl YX(Poovammal

nd Ponnavaikko, 2009). For the second case, if we
only decrease the support of Y, the right hand sitle
the rule, it would reduce the confidence fastemtha
simply reducing the support of (XY. To decrease
support of an item, we will modify one item at ed
by changing from 1 to O or from O to 1 in a seldcte
transaction.

Based on these two strategies, we propose one
ata-mining algorithm for hiding sensitive items in
ssociation rules called hybrid algorithm. This
Igorithm first tries to hide the rules in whickrnt to be
idden i.e., X is in right hand side and then tte&ide
the rules in which X is in left hand side. For this
algorithm t is a transaction, T is a set of tratisas, U
is used for rule, RHS(U) is Right Hand Side of rUle
LHS(U) is the right hand side of the rule U,
Confidence(U) is the confidence of the rule U.

Hybrid algorithm:

Input:

(1) A source database D,

(2) A minimum support min_support,

(3) A minimum confidence min_confidence,
(4) A set of hidden items X.
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Output: A transformed database D, where
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rules  The all possible rules with confidences are: A—>B

containing X on Left Hand Side (LHS) or Right Hand (66.66%) (less), A—>C (66.66%)(less), B—>A
Side (RHS) will be hidden.

Steps of algorithm:

(100%)(greater), B—>C (75%)(less), C—>A
(100%)(greater), C—>B (75%)(greater).

Suppose we first want to hide item A, for thissfitake
rules in which A is in RHS. These rules are B—>Al an

%. Elgr?]slljltgOcssr;%l;eewézso?gmﬁgm(Iatse.ms X C—>A and both have greater _confidgnce. First take r
3. for each hidden item h B—g,:and sgarcgforiri?lsactlon v¥h|ch supports r;?t_rr]
[ : n i.e., B = A = 1.There are four transactio
4 c[):forru?eafjh rule containing h, compute confidenc 2. T3, T4 with A = B = 1. Now update the Table 3:
5. For each rule U in which h is in RHS Put O for item A in all the four transactions. Afthis
51 If confidence (U) < min conf, then modification, we get Taple 3 as the modi_figd table. _
Go to next large 2-itemset; ~ Now calculat_e conﬁden(_:e of B—>A, it is 0% whlch_
Else go to step 6 is less than minimum confidence so now this (ule is
6. Decrease Support of RHS i.e. item h. hld_den. Now take rule C—>A, se_arch for transactions
6.1. FindT=tinD |t fully support U; which A = C = 1, only transaction T6 has A = C = 1,
6.2.  While (T is not empty) update transaction by putting 0 mstead_of 1 ncqalaf_
6.2.1. Choose the first transaction t from T; A.INowhcaICL;]Iate _cqnfldence f(.)g C—>A, itis Ooﬁ’. vv_h||ch
; : : is less than the minimum confidence so now this sl
6.22. itl\élr?]?lfy t by putting O instead of 1 for RHS hidden. Now take the rules in which A is in LHS.€T@
6.2.3. Remove and save the first transactionm ffo are two rules A->B ant_j A->C b.Ut both rules h?‘VG
End While confidence less than minimum confidence so them®is
6.3. Compute confidence of U need to hide the;g rul_es. So Table 4 shows thefieddi
6.4. If T is empty, then h cannot be hidden; database_ afte_r hiding item A. . . .
End For To hide item B, first take rules in which B is in
7 For each rule U in which is in LHS RHS. These rules are A—>B and C—>B. But o_nl_y rule
8 Increase Support of LHS; C—>B has confidence greater than minimum
8.1. Find T =tin D |t does not support U: confidence. So search for transaction having B=1
8.2.  While (T is not empty) Using same procedure as above, Table 5 will be the
8.2.1. Choose the first transaction t from TR; updated table.
8.2.2. Modify t by putting 1 instead of O for LHS tapje 3: updated table
item; TID ABC Size
8.2.3. Remove and save the first transactionn ffo T1 011 2
End While T2 011 2
8.3.  Compute confidence of U; E 813 g
8.4. If T is empty, then h cannot be hidden; T 100 1
End For T6 101 2
End Else
End For Table 4: Updated table after hiding item A
Output updated D, as the transformed D; TID ABC Size
This section shows an example for demonstratingg 811 §
the proposed algorithm in hiding sensitive items inT3 011 2
association rules mining. Consider Table 1 as d4 010 1
database, a minimum converted database according 1@ (1)8(1) i
the specified notation is shown in Table 2.
Table 2: Database D using the specified notation Table 5: Updated table
TID ABC Size TID ABC Size
T1 111 3 T1 001 1
T2 111 3 T2 001 1
T3 111 3 T3 001 1
T4 110 2 T4 010 1
T5 100 1 T5 100 1
T6 101 2 T6 001 1
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Table 6: Updated table after hiding item B Table 7: Comparison of algorithms for database D
TID ABC Size No. of rules No. of times
T1 001 1 Algorithm pruned database scanned
T2 001 1 ISL 1 4
T3 001 1 Hybrid 4 4
T4 010 1
T5 100 1 Table 8: Comparison of algorithms for database TAE
T6 001 1 -
No. of rules No. of times
Algorithm pruned database scanned
Now calculate the confidence of rule C—>B, it is!SL 1 6
Hybrid 6 6

0%, which is less than minimum confidence so nas th
rule will be hidden. Now take rules in which B s i
LHS. These are B—>A and B—>C. But B—>A is already

Table 9: Comparison of algorithms for databasestidrt
No. of rules No. of times

hidden so take rule B—>C. For hiding this rule,reba  Algorithm pruned database scanned
for transaction which doesn’t support both B andeC  ISL 9 15

B = C = 0.Transaction T5 has B = C = 0.Update the®Prid 15 15

table as put 1 in place of 0 for B. The Table @his

updated table. Now calculate the confidence of Bi#e DISCUSSION

>C, it is 0%, which is less than the minimumD ining: D ining is th ¢ .
confidence so this rule will be hidden. ata mining: Data mining is the process of extracting

To hide item C, first take rules B—>C and A—>C. patterns fror_n data. Data mining is seen as - an
Both rules are already hidden. Now take rules C_>A!ncreasmgly important tool by modern business to
and C—>B. Both rules are already hidden. So inoait transform data into business intelligence giving an
hybrid algorithm has hidden four rules. informational advantage.

Association rules: Association rules are statements of
RESULTS the form {X1,X2,....Xn }->Y, meaning that if we find
all of X1;X2; : : :;;Xn in the market basket, therew
In results, we compare the performance of hybrichave a good chance of finding Y.
algorithm with ISL algorithm in terms of number of
rules pruned and number of times database scaoned fSupport of the rule: The support supp of an item
checking and updating the database. Proposed hybr@tX is defined as the proportion of transactions & th
algorithm tries to hide all the rules in which itambe  data set which contain the item set.

hidden is present. But ISL algorithm tries to hitdy ) . i .
those rules in which item to be hidden are in LHS'Confldence of the association rule: Confidence is the
Table 7 shows the comparison between the algorithm!’é"ltlo of the number of transactions that includéteins
for database D. in the consequent as well as the antecedent (nathely

In our research, we applied ISL and Hybrid support) to the number of transactions that inclatie

Algorithm in a real database called Teaching Aasist items in the antecedent:
Evaluation (TAE) taken from the website of Univeysi
of California and the database transa.txt version 2

which .is u;ed in imp!ementation of Apriori algorith Privacy preserving data mining: Privacy Preserving
by University of Regina. For both the database, W&yata Mining is a research area concerned with the
have taken minimum confidence = 60%. The results Ofyiyacy driven from personally identifiable infortian

both the algorithms for TAE database are shown ifyhen considered for data mining. It provides segc
Table 8. The reason why hybrid approach prune®morprotect data.

Conf(X —>Y) = supp (XUY) / supp(X)

number of rules is that it tries to prune all thdes The hybrid algorithm for privacy preserving mining
whether item to hide is in LHS or RHS first themitl can be specially used for big retail shops, supeketa
try for another item. of different products like groceries, clothes dtcthis

The Table 9 shows the results obtained from theype of organization, they use association ruleimgijno
ISL and Hybrid algorithm for the database tranga.txmine the pattern of the sale like maximum whicimite
having details of transaction of a retail shop asdd customer is buying together. Using this information
for Apriori algorithm. they can decide their marketing strategies likevihich
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products together they should give offer or whigmis
they should keep in nearby racks in the shop etit. B
this information should not be revealed to the
unauthorized person through association rule mining
otherwise other competitors can use their inforomati
for their profit. So the proposed hybrid algorithides
all of these sensitive rules from the unauthorinedr
by selectively modification of the database.

CONCLUSION

In this study, we have proposed one algorithm for
hiding sensitive data in association rules minirfgolw
is a hybrid approach of previous algorithms andetlas

Liu, L., M. Kantarcioglu, B. Thuraisingham, 2008ha

applicability of the perturbation based privacy
preserving data mining for real-world data. Data
Knowl. Eng., 65: 5-21. DOL:
10.1016/j.datak.2007.06.011
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independent privacy preserving data mining on
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on modifying the database transactions so that theaygin, Y., V.S. Verykios and A.K. EImagarmid, 2002

confidence of the association rules can be redutlee.
efficiency of the proposed approach is further careg
with ISL approach and shown that this approachesun
more number of hidden rules with same number of
times database scanned. In future, better algorithm
be developed which will prune all the sensitiveesul
with less number of database scans.
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