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Abstract: Problem statement: Text summarization takes care of choosing the nsagtificant
portions of text and generates coherent summaréseipress the main intent of the given document.
This study aims to compare the performances othee text summarization systems developed by
the authors with some of the existing Summarizasigstems available. These three approaches to text
summarization are based on semantic nets, fuzzg kogd evolutionary programming respectively.
All the three represent approaches to achieve aiomésm. Approach: First approach performs Part
of Speech (POS) tagging, semantic and pragmatilysiseand cohesion. The second system under
discussion was a new extraction based automatddnsyfor text summarization using a decision
module that employs fuzzy concepts. Third systedeuiconsideration was based on a combination of
evolutionary, fuzzy and connectionist techniquRssults. Semantic net approach performs better than
the MS Word summarizer as far as the semanticeenbtiginal text was concerned. To compare our
summaries with those of the well known MS Wordelleixer and Copernic summarizers, we use
DUC’s human generated summaries as the bench-rik.results were very encouraging. The
second approach based on fuzzy logic results ieffaaient system since fuzzy logic mimics decision
making of humans. Third system showed promisingltesas far as precision and F-measure are
concerned than all the other approact@anclusion: Our first approach used WordNet, a lexical
database for English. Unlike other dictionaries, riWet does not include information about
etymology, pronunciation and the forms of irreguarbs and contains only limited information about
usage. To overcome this limitation, we developetew text summarizer based on fuzzy logic. As
Text summarization application requires learningitgtbased on activation, we utilize ANN attribute
through a connectionist model to achieve the lestlts.

Key words: Neural network, feature extraction, text summadigzg part of speech, evolutionary
connectionist, semantic net, perceptron neural aotwevolutionary programming,
chromosomes, automatic text, semantic nets

INTRODUCTION supreme intelligence and our superior positionhe t
animal kingdom.
Connectionism is a technical term for a group of  In this study, we consider the system of an
related techniques. These techniques include ateds  Automatic Text Summarization as Evolving system
as Artificial Neural Networks, Semantic Networksdan which learns incrementally through experience ia th

a few other similar ideas. environment. This study highlights the practical

Over the past half a century, the problem of texlgyneriences, Connectionist learning environment and
summarization has been addressed from many d|tfere|p]ew ideas to promote further validations

perspective, in various domains and using various
paradigms. This study intends to investigate . ) )
Connectionist architecture for the Text Summardzati Practical experiences: Despite the successfully

system, taking into account of existing newdeveloped and used methods of Computational
developments in adaptive evolving systems. Evolvingntelligence (CI), such as Artificial Neural Netvksr

processes, through both individual development andANN), Fuzzy Systems (FS), evolutionary computation
evolution, inexorably led the human race to ourhybrid systems and other methods and techniques th
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are a number of problems while applying these  Authors have surveyed the current text summaoizati

techniques to Text Summarization problem: approaches (Afantenasal., 2005; Ledenevat al., 2008)
their advantages and disadvantages and, with thleofo

- Difficulty in preselecting the system’s archite&@ur  identifying summarization techniques most suitattle

» Catastrophic forgetting generic text summarization. Precision/recall scliems
» Excessive training time required well as summary accuracy measures which incorporate
» Lack of knowledge representation facilities weightings based on multiple human decisions, are

. suggested as particularly suitable in evaluatingege
To overcome the above problems, improved andy,mmaries.

new connectionist and hybrid methods and techniques
are required both in terms of learning algorithmsl a MATERIALSAND METHODS
systems learning (Richardt al., 2008; AL-Salami,

2009; Boukerram and Azzou, 2006; Hemglal., 2005). 1t summarization based on word net, an online
Dictionary based on Semantic Nets (SN): Methods

Connectionist learning environment: An Evolving for text classification and information retrievabve

Connectionist System is an adaptive, incrementaP®€n recently presented making use of the word net
learning and knowledge representation system tha&tntology. —Generally, this  methodology requires
evolves its structure and functionality (zZhijun and Statistical induction of synset clusters and estadstly
Minghong, 2005). Evolving Connectionist System is alf@ining of specific key domains. The present study
Cl system based on neural networks, but using othe{/0rd net is rich enough to obtain useful resultseixt
techniques of CI that operate continuously in tianel categorization and summarization without trainihg t

adapt their structure and functionality through at@99ed corpora.

continuous interaction with the environment. Figdre Part of Speech (POS) tag and dependency tree
explains a typical connectionist learning environme — generation: We use the Stanford POS tagger to identify
This  study  describes three ~approaches 1Q,,ng and adjectives in the sentences as showig.ia.F
Automated Text Summarization using connectionistyha stanford POS tagger tags Nouns and Noun Phrases
statures based on: as NN, NNP, NNS and adjectives as JJ. Furthernaore,
) o ~sentence could contain more than one Noun or Noun
« word net, an online dictionary based on Semantigp ases (features) and Adjectives (opinions). Thues,
Nets (SN) need to determine the Noun that a particular Aifiect
*  Fuzzy logic modifies i.e. the feature about which a certaimiopi has
+  Evolutionary connectionist and fuzzy techniques  peen expressed. For this purpose we used the @tanfo
Parser to generate the parse tree of a senten@xaadt

This stu.dy iSI organ!zed as follows: Introdqcti@n t typed dependencies among the words of a sestenc
the domain immediately follows details of

implementation details of all the three summarizers Percentage of summary
specified above. This is followed by Results, Entered by the user
Discussion and Acknowledgement. User interface

| Parser HPcstagger |

Postagged
tokens in a file

!
. L. [ Word net database

Evolving connectionist system . -

for automatic text summarization Keywords (Polysemi count <=5)

[ 1 *J

3% g Keyword count H Proper noun handling H Semantix appreciation
Summarization algorithm
Picked sentences
Fig. 1: Evolving connectionist systems evolve their

structure and functionality through incremental _ .
learning in time and interaction with the Fig. 2: System architecture of text summarizer dase

environment graph theory
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The typed dependencies provide a description of
relationships between the words of

grammatical
sentence.

Summarization algorithm module: After the semantic
grading of the nouns and verbs, also called nubkes,

word similarity among paragraphs, iterative query
score, format based score, numerical data, cuespfira
term weight, thematic features and title featufBise
extracted text features are then mapped into theyfu
logic to score each sentence. The summary is éattac
from the document based upon the score of each
sentence. The proposed automated text summarization
system consists of five components: Preprocessing,
feature extraction, fuzzy logic scoring, sentence
selection and assembly. The system architecture is
illustrated in Fig. 3.

Preprocessing: Preprocessing is the first component of
the system with three different phases: sentence
segmentation, removing stop words and, stemming.
After applying preprocessing techniques, individual
sentences and their unique ID are obtained frontetkte
document:

e Segmentation process is achieved by finding out
the delimiter (“.” full stop) so that, the senteade
the document are separated
e Stop words (Panét al., 2004) are detached from
the document during the feature extraction step
since they are considered as unimportant and
contain noise. Stop words are predefined and are
stored in an array and the array is utilized for
comparison with the words in the provided
document
e Word stemming (Lovins, 1968) converts every
word into its root form. Word stemming is
practically removing the prefix and suffix of the
specified word which in turn becomes applicable

been done, keywords among the nuclei are identified

for comparison with other words

these keywords are nuclei having a semantic graaling
polysemy count of <=5. Also, modifiers i.e., adjees  Feature extraction: The document after preprocessing
and adverbs, having a semantic grading of <=5 aré subjected to feature extraction by which the
picked, given that they relate to keywords. A sapar properties of the sentences are extracted to dbere
algorithm is developed to determine which modifierssentence. The significant text features considere¢de
apply to a nucleus. After all the keywords haverbee proposed system are:
determined, keyword counts of each and every
sentence, the semantic unit of summary, araVord similarity among sentences. A sentence is
determined. Then, the semantic appreciation of eacbiven a high score when the terms or the wordg in i
sentence i.e. modifier effect on nuclei is detesdin occur in more number of other sentences in the
Using these two criteria and considering propemsou document. Each sentence is segmented into individua
sentences for the summary is picked. words; the segmented words are searched in the othe
sentences of the given document. The number of othe
Text summarization based on fuzzy logic: We next  sentences in which a given word has occurred meer
focus on the second system that is an automated teas the occurrence count of the word. The occurrence
summarization system based on statistical approactount of all the individual words in the sentense i
using fuzzy logic over some significant text feasir summed up to get the Sentence Occurrence Count
Significant text features considered in the desifjthe  (SOC). The score for the feature, word similarity
proposed system are word similarity among sentenceamong sentences is calculated as the ratio of the
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sentence occurrence count of the given sentendbe to Number of words in the sentence
maximum sentence occurrence count in the document: with special format
FB_f(s)= _ (4)
Total number of wordsin the senten
WWS_ f(s)=—— SOSE) (1) , . :
maximum SOC in the docume Numerical data: The numerical data in the document

generally brings about some important stats ofctire
Word similarity among paragraphs. The feature is idea of the document and thus the sentence with
extracted from the whole paragraph rather than froomumerical data can reflect the intention of theutoent
individual sentences. Thus all the sentences uader and may be selected for the summary. The scorifor
single paragraph will get the same score. Thisufeas feature is calculated as the ratio of the number of
analogous to the word similarity among sentences annumerical data that occur in sentence over theeseat
the Paragraph Occurrence Count (POC) of a giveiength:
paragraph is defined as the number of paragraptigein

document that contains the same terms or wordkeas t NU_f(s)= Length of numerical data in the senter 5)
given paragraph: - Sentence length

_ POC(P) . “ ]
WSP _f(p)= (2) Cuephrases: Generally phrases such as “in summary”,

Maximum POC in the docume! “in conclusion” and superlatives such as “the hest”

“the most important”, “according to the study”,
Iterative query score: The score corresponding to this “hardly” can be good indicators of important cortefi
feature is accomplished by three phases: a document (Zadeh, 1965). The sentences that contai

cue words/phrases are given a higher score thae tho
+ Initial keyword identification: The top ‘n’ frequén not containing them. If the sentence contains the ¢

words are selected as initial keyword set phrases the sentence gains a score calculated by:
e Scoring sentences based on iterative query
No. of cue words in the sentence

Total no. of cue phrasesin the docume

(6)

Query is nothing but searching for a keyword i@ th CP_f(s)=
given document and retrieving those sentences that
;:ontl?ltr;]s the I;eyword_. At\r;tagdnamed (ioug_t \;1VIII|< bemﬁtd Term weight: The term weight of all the terms or
o all the sentences in the document which keegktr words in the given document is calculated and dtore

of the number of appearance of the_ sentences in ﬂ}Sr all the words. The term weight for each word is
query result of all iteration. In every iteraticthe tag given by the following formula:

count of each sentence will be updated. The itmati
stops when predefined number of loops is executéd o _
there is no change in the keyword list. The senﬁencwi = TRxISF (7)

score for this feature is the ratio of the counthi® total ) )
number of iterations: where is the frequency of a particular term thatess

in the document and is given by:

counts(s)
Total number of iteratior

IQ_f(s)= ()  ISF(t)= log(NS/ SF(t), (8)
where, t is a term in the sample document is th& to
number of sentences in the document and is the eumb
of sentences in which t occurred. The summatiothef
calculated term weight of all the terms in a secg¢en
gives the sentence weight in the document:

where count is the number of iterations in whick th
sentence has occurred.

Format based score: In many of the documents the
importance of the sentences or headings is indidaye
expressing the text in different text format eltalics, _
Bold, underlined, big font size and more. This fieatis W—S(S)_é W ©)
some what specific to a single sentence and do not

depend upon the whole document. By considering th&Vhere:

format of the words in the text we can assign aesstw W_S = Sum of term weights in a sentence

the sentence: n = Number of words in the sentences
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W; = Weight of the ith word in the sentence S Fuzzifier: A fuzzifier converts the input feature values
into linguistic values (Very Low, Low, Medium, High
The score of a sentence is calculated as theattio @1d Very High) using the membership function. The

the sentence weight to the maximum sentence wiight linguistic value denotes a fuzzy set (e.g., Lowjvtuch
the given document: a given sentence feature belongs. Fuzzy set F®ean

defined as set of ordered pair:

W_S(S)

TW_fs)= Maximum sentence weight it (10) F&= (1) (13)
the given document Where
FS-> = {Very Low, Low, Medium, High, Very High}
Thematic features: Thematic words are the most x->[0,1]
frequent words in the given document. The number ok = Denotes a text feature of the given sentence
thematic words indicates the words with maximumf(xX) = The Triangular membership function of a
possible relativity. The top n frequent content eeare fuzzy set given by:

considered as thematic words. The score for tlitife
is calculated by the following formula:

0 ,ifx<a
. . X-a .
TR_f(s)= Nu'mber of thematic wgrdsm S (11) f(x) e if asx<b (14)
Maximum (No. of thematic words
c—X .
—— , if bsx<c
c-b

Title features. A sentence is given a higher score if it

which contains the words that occur in title mayegi The linguistic value of a given sentence can be
what the document is intended to express. The swore getermined using the support of each fuzzy set. The

a sentence for this feature can be calculatedeasatio  gypport (supp) of a fuzzy set FS is nothing butliste

title to the total number of words in the title. membership function of FS:

T f(s)= Number of title Wlordsin.S (12) Supp(FS)={ x0 X fx)> p (15)
Number of words in the title
where is the set of sentences in the document?
Every sentence in the document along with its ID It is enough to check all the fuzzy set for theegi
has a feature vector with nine fields for the adaid  sentence to determine the linguistic value of desere.
nine features. All the features will have the valaege The linguistic value is the name of the fuzzy set i
between 0 and 1. whose support list the given sentence occurs. Tikeae
possibility that a sentence may belong to more than
Fuzzy logic scoring: Fuzzy logic was introduced by fuzzy set, in this case the sentence is considered
Zadeh in the late 1960s (Zadeh, 1965) and is cersill belong to the fuzzy set whose membership function
as the rediscovery of multi-valued logic. In fuZpygic, gives minimum value for the given sentence.
the truth values of the variables can take anyevatu
the range 0-1 (e.g., 0.23), in contrast to Booleac, Rule base: The most important procedure in any fuzzy
in which variables can be either 1 or 0. Triangularsystem is defining the fuzzy IF-THEN rules. A rule
membership function and fuzzy logic are used taesco consists of two parts antecedent and consequent.
a sentence based on the above extracted text ésatur Antecedent is the possible input feature values and

The Fuzzy logic system consists of four parts: consequent is the inference of the rule which
determines whether the sentence is important, geera

*  Fuzzifier or unimportant based on the input. Sample of fuzdy

e Rule base is given below:

e Inference engine IF (Word co-occurrence among sentence is H) and

e Defuzzifier (Word co-occurrence among paragraph is VH) and
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(Iterative query score is H) and (Format basedeséor
M) and (No. cue-phrases is H) and (Term weight is
VH) and (Thematic feature is VH) THEN (Sentence is
important)

DI 2002
dataset

Training set

rrepcen
extraction
FPopulation Selection of Cross
(Feature vectors) chromosome pairs over

Testing set

.

Preprocessing

Inference engine: The Inference engine compares the

fuzzy input obtained from the fuzzifier with the T {:M }n
. . utation

Knowledge base and decides the importance of a — . — EP madsl

sentence. The output of inference engine is onthef extraction

linguistic values from the set {Unimportant, Aveeag

Defuzzifier: The linguistic values obtained from the p—— S

inference engine are converted into crisp valueshby ek

defuzzifier. The crisp value denotes how close the SR s

sentence is to the given linguistic value. Fuezy model
e

Sentence selection and assembly: The selection of a
sentence consists of two steps: (1) determining theig. 4: The proposed automatic text summarization
number of sentence to be in the summary based on system architecture
compression rate and (2) extracting the appropriate

sentences for the summary. The number of sentéces

to be placed in the summary is calculated as: b:CHE, ¥

Fy

Compression rate

No. of sentences the summary (fl}————X
v 100 16) =

r X5

3 s ‘ . utput layer
Iz SN

g pc
Tnput layer Hidden layer

Total no. of sentences in the document

Fs

Sentence extraction is accomplished by first

arranging the sentences in descending order based o !
the crisp output value from defuzzifier and the tép Fs
sentences are selected for the summary. To obgan ¢
and logical summary, sentences that are selectbée to
included in the summary are sequentially orderesttha
on the order of the reference number or unique 1D o
the sentence.

Fig. 5: Structure of multi-layer perceptron neural
network

Text summarization based on evolutionary °* Fuzzy model

connectionist and fuzzy techniques: In our prior work ¢  Evolutionary Programming (EP) model

(Prasad and Kulkarni, 2009a; 2009b; Prashcal., ¢ Connectionist model

2009a; 2009h, 2009c), we described an automatic tex  Sentence selection and assembly

summarization system using fuzzy logic. Authors aim

to introduce an efficient and effective system for Preprocessing, feature extraction and Fuzzy model
automated text summarization that combinesare same as explained in later part of this study.
evolutionary, connectionist and fuzzy techniques.

Figure 4 depicts the proposed system architecturgyolutionary Programming (EP) model: The
for text summarization based on evolutionary,preprocessed sentences is subjected to feature

connectionist and fuzzy techniques. extraction process so that, the feature vector is
The proposed automatic text summarization systel@omputed  for each sentence.  Evolutionary
consists of the following components: Programming (EP) module generates large number of
_ feature vectors (chromosomes) iteratively utilizing
* Preprocessing cross over and mutation operators subsequentlygyfuz
+ Feature extraction logic is employed on the chromosomes and it returns
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the fuzzy score for each chromosome. Then, the&orresponding to the generated number are selected
chromosomes with their fuzzy score are fed to thdrom the initial population.
neural network for training.

o _ . Crossover: The crossover operator is applied on the
Connectionist model:  Authors describe here, the gejected two candidates and this produces two

connectionist model used in the proposed approach f ingiyiduals newly. Here, we have used the singlepo
automatic text summarization. Normally, neural ;qsq gver.
networks are a great deal the most frequently used

connectionist model at present. A lot of researsingl  \yytation: The obtained new set of individuals is then
neural networks is made under the more common namgy to the mutation operator. To have a better
“connectionist”. Here, we have used the MUlt'"ayerexploration of the search space, mutation operitor

Perceptron Neural Network (MLPNN) A multilayer carried out. Again, we obtain two individuals newly
perceptron is a feed forward artificial neural retw  om the single point mutation operator.

model that has at least one layer in-between thatin

and the output layer. A neural network MLP couples,termination: The population is updated with four new
through functions and weights, certain variablesléd  get of individuals. Again, the selection, crossosad
inputs) with certain other variables (called oug)ut ., tation operators are performed iteratively.

(Lahoz and Miguel, 2006). The neural network used i

the proposed system is configured with a nine iNputgentence selection and assembly: Two important steps
hidden and one output layer. The configurationshef 5.6 involved in the selection process of a sentéhpe

network used for our approach is shown in the Fig. determining the number of sentence that must be
Structure of multi-layer perceptron neural network: present in the summary based on compression rdte an

Training phase- The back-propagation algorithm fman (2) appropriate sentence extraction fo_r the summary
utilized successfully to train neural networks;ig 1he number of sentences to be placed in the sumisiary
extensively accepted for applications to layereedfe calculated as:
forward networks, or multi-layer perceptrons
(Aliruliyev, 2009). In order to train the neuraltm®rk N = C x N (17)
optimally, the input layer is an individual (feadur 100
vector) obtained from the EP and the target outptite
fuzzy score of the relevant individuals. So, faining
the neural network, we make use of evolutionary an
artificial intelligence techniques (Kurskal., 2006).
Testing phase-In testing phase, feature score
every sentence in the document is computed. The ) »
computed feature score is applied to the trainéaonk Based on the crisp output value from defuzzifier,
that returns the final score of every sentencegmtesl ~ Sentence extraction is attained by arranging the
in the input text document. Based on the compute&e”tence at first in the descending order and lbiyeie
score value, the coherent and correctly-developetPP Sentences are chosen for the summary. A summary
summary is generated for the given input text daetm Nas to possess a comprehensible structure anddsbeul
input, we make use of EP model, which is basechen t presented in a logical manner. On the basis obtber
genetic operators such as, cross over and mutation.  ©f the reference number or unique ID, the senteaces
The first step is the generation of an initial S€quentially ordered to get the final summary.

population for evolutionary process. The featuretae

here:
s = Total number of sentences in the document
0? = Compression rate

of a sentence is known as chromosome (candidate). T RESULTS
set of chromosomes are obtained for every sentence
the text document. Then, by making use of evolatign The experimental results and analysis of the

concept, more candidates are generated from dalinit proposed automatic text summarization system is
population. In order to generate large number ofresented here. The proposed system is impleménted
candidate sets, we have used the genetic opestons MATLAB (MATLAB 7.8). We have used DUC 2002
as cross over and mutation (Haupt and Haupt, 1997). dataset in the proposed system for generatingitiggtes

document summary. DUC 2002 dataset contains
Selection: Two random integers are generated withindocuments on different categories and extractive
the size of the population. Then, two chromosomesummary per document.
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Table 1: Feature score for the text document (decuimo. AP8803314-0110)

Sentence Feature score

ID F; F Fs Fs Fs Fs ~ Fs R

S 1.0000 1 1 0.1739 0.0000 0.3596 1.0 1.00 0.2739
S, 0.8571 1 1 0.0417 0.0121 0.2895 0.8 0.50 0.0000
S; 0.5714 1 1 0.0000 0.0000 0.2982 0.4 0.00 0.0000
S, 0.2857 1 1 0.0000 0.0000 0.2895 0.2 0.00 0.0000
S 0.5714 1 1 0.0000 0.0000 0.3158 0.6 0.25 1.0000
S 0.5714 1 1 0.0000 0.0000 0.3070 0.6 0.25 0.0000
S 0.7143 1 1 0.0000 0.0000 0.3509 0.4 0.75 0.0000
Ss 0.5714 1 1 0.0000 0.0000 0.3509 0.6 0.50 0.0000

Table 2: Feature score for the text document (derimno. is given in Table 4. Finally, the salient sentenaes
AP8803314-0110) extracted by inputting the compression rate.

Sentence ID Fuzzy score

S, 0.5095 Evaluation measure: The performance of the proposed
2 gzgg;g approach is evaluated using precision, recall and F
S 0.5178 measure. Precision evaluates the proportion of
S 0.5082 correctness for the sentences in the summary wherea
Ss 0.5082 recall is utilized to evaluate the proportion oferant

z gzgggg sentences included in summary. For precision, the

higher the values, the better the system is in tomit
irrelevant sentences. Conversely, the higher tioallre
yalues the more successful the system would be in
?étching the relevant sentences. The weighted haiamo
gpean of precision and recall is called as F-measure

The experimentation is performed in two different
phases namely, training phase and testing phas
Training phase: In the proposed system, as a fi@ini
data, we have taken 100 sentences from the DUC 20
dataset (Document No: AP880916-0060, AP900322-  |rRefrieved sentencesy {Relevant senesi
0112, AP890607-0067 and LA122190-0149). And then,Precision = |{Retrieved sentences}| (18)
we apply the preprocessing and feature extraction

techniques on the training data so that, we obtaén
100 feature vectors. The sample feature scoreeatetkt

Recall = |{Retrived sentences} {Relevant senter}{t (19)

|{Relevant sentences}|

document (Document No. AP880314-0110) is shown in

Table 1.

Where:

Then, we apply genetic operators on the 10QRelevant sentences = Sentences that are identified
feature vectors in order to attain the 2000 feature the human generated summary

vector. These feature vectors are fed as an impthe

Retrieved sentences = Sentences that are retribyed

fuzzy logic model that provides the fuzzy score for the system

every vector. The fuzzy score obtained for the text

document (Document No. AP880314-0110) is shown in e = % Precisipn x Reca (20)
Table 2. Precision + Recal

The feature vectors chosen from the EP model and
their corresponding fuzzy score are used for bettePerformance evaluation: The performance of the
training of the neural network. We have used thdtiMu proposed system is evaluated on the summary
Layer Perceptron Neural Network which contains nineavailable in the DUC 2002 dataset using the
input layer and one output layer. Testing phasee Thevaluation measures described above. We have taken
input document is taken from the dataset and théour documents from the dataset,; DAP880310-
preprocessing and feature extraction techniques ai@062), D» (AP880622-0184), B (AP880816-0135)
applied on the input document. The feature scor@nd D, (FT923-5835). Then, we generate the single
obtained for the input document (Document No.document summary for these four documents using
LA080890-0078) is given in Table 3. the proposed system. For experimentation, the

The feature score is then directly applied to thesummary is generated for different compression aate
trained neural network which returns the senteccees the generated summary is evaluated on the exteactiv
for every sentence in the document. The senterme sc summary provided in the dataset using the evaloatio
obtained from the neural network for the input doeat ~ measures such as, precision, recall and F-measure.
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Table 3: Feature score for the text document (decumo. LA080890-0078)

Feature score

Sentence ID F F Fs Fa Fs Fe F Fs Fo
S 0.8571 1 1 0.4 0 0.3070 1.0000 1 0.0000
S 0.8571 1 1 0.0 0 0.3509 0.6667 0 0.0000
S; 0.8571 1 1 0.0 0 0.3684 0.5000 0 1.0000
Sy 1.0000 1 1 0.0 0 0.3333 0.6667 0 0.0000
S 0.8571 1 1 0.0 0 0.3684 0.3333 0 0.0000
S 0.8571 1 1 0.0 0 0.3509 0.6667 0 0.0000
S 0.1429 1 0 0.0 0 0.3509 0.0000 0 0.6647
S 0.8571 1 1 0.0 0 0.3596 0.5000 0 0.5775
Table 4: Feature score for the text document (detumno. R
LA080890-0078) 7

Sentence ID Sentence score 1
S 0.6129 | || -
S 0.6108 @ Precision
S 0.5138 0.6 W Recall
S 0.5876 0.4 4 - O F-measure
S 0.5862 .
S 0.6108 02 ]
S 0.5228 o : . .
S 0.5597 Dy D; D3 Dy

12 | Fig. 7: Comparison graph for compression rate @ =5

1

0.8 @ Precision 12

064 . | m® Recall 1

0.4 — « | O F-measure 08 4 O Drecision

02 [’— — 0.6 @ Recall

0 T T T 04 4 (O F-measure
Dy Dz D3 Dy
02
0+ T T T

Fig. 6: Comparison graph for compression rate ©=4 D; D; D; Dy

The computed evaluation measures for compressioRig. 8: Comparison graph for compression rate © = 6
rate C = 40 is given in Table 5 and their
corresponding graph is shown in Fig. 6. Similarly, The authors compare the average precision, rendll a
the performance graph is plotted for compression:.measure score between Copernic, Intellexer,
rate C = 50 and C = 60, which is shown in Table 6general Statistic Method (GSM), Microsoft Word
and 7 and Fig. 7 and 8. 2007 summarizer systems and the three summarizers

developed by the authors (Prasad and Kulkarni,
Performance comparison with other methods: To 2009a; 2009b; Prasea al., 2009a; 2009c, 2009c).
test the summarization process we initially The results shown in Table 8 show Approach one
summarized different articles on variety of domains reaches the average precision of 0.70000, recall of
such as politics, literature, spirituality, sporé®d 0.76666 and F-measure of 0.65555, the second
technology. Sub domains such as comic, fiction,sniewsummarizer achieves the average precision of
articles, children stories were also included in0.83051, recall of 0.79000 and F-measure of 0.88 an
literature category. The purpose was to test tmestt  connectionist summarizer achieves precision of 1,
understanding by the summarizers developedsby u recall 0.77 and F-measure of 0.87.
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Table 5: Precision, recall and F-measure for commparate C = 40

Retrieved Relevant Retrieved sentences

sentences sentences ?Relevant sentences Precision  Recall F-measure
D, 4 8 4 1.0000 0.500 0.666666667
D, 3 8 2 0.6666 0.250 0.363626446
D3 5 9 4 0.8000 0.440 0.567741935
D4 5 8 5 1.0000 0.625 0.769230769

Table 6: Precision, recall and F-measure for coraparate C = 50
Retrieved Relevant Retrieved sentences?

sentences sentences Relevant sentences Precision ecall R F-measure
D, 5 8 5 1.000 0.625 0.769230769
D, 4 8 3 0.750 0.375 0.500000000
D3 6 9 5 0.833 0.555 0.666159940
D4 6 8 6 1.000 0.750 0.857142857

Table 7: Precision, recall and F-measure for coraparate C = 60
Retrieved Relevant Retrieved sentences?

sentences sentences Relevant sentences Precision  ecall R F-measure
D, 6 8 5 0.833 0.6250 0.714163237
D, 5 8 4 0.800 0.5000 0.615384615
D3 7 9 7 1.000 0.7777 0.874950779
D4 6 8 6 1.000 0.7500 0.857142857

Table 8: Comparison of the three summarizers wotheswell known  document in accordance with their sentence scoe. W
summarnzers have used DUC 2002 dataset to evaluate the

Summarizers Precision Recall F-measure o\, mmarized results based on the measures such as

Copernic 0.8000 0.7750 0.78600 s .
Intellexer 0.8250 0.7083 075500  Precision, recall and F-measure. The experimental
MS word 0.5916 0.6250 059130  results showed that the proposed summarizatioesyst
GSM 0.4904 0.4356 045542  effectively summarizes the text documents.

Approach 1: 0.7666 0.6555 0.70000

Semantic nets CONCLUSION

Approach 2: 0.7900 0.7900 0.83050

Fuzzy LOGIC Since a lot of interesting work is being done far
Approach 3: 1.0000 0.7700 0.87000

Connectionist from the mainstream research in this field, we have

chosen to develop approaches to Text Summarization
DISSCUSSION that we found relevant to future research, evethef
focus only on small details related to a general

We have developed automatic text summarizatiorsummarization process and not on building an entire

system with three different approaches. The purposgummarization system. The results obtained, suggest

was to implement and evaluate existing connectionisthat the future of this research area heavily dépem

methods and adopt the best suited for the domaiexof the ability to find efficient ways of automatically

summarization process. The experimental resultsvshoevaluating these systems and on the development of

that the third approach, which combines EP modelimeasures that are objective enough to be commonly

Artificial Neural Network (ANN) and fuzzy logic sts  accepted by the research community.

the said domain appropriately. Here, we have uges n

different features for feature extraction phaseetihe ACKNOWLEDGMENT
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