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Abstract: Problem statement: WiMAX relay is an emerging cost effective wireldast mile solution

for rural and urban broadband Internet accégsproach: One of the key concerns of WiMAX
operators is how many users they can support facaess area where the number of users and the
amount of data that can be delivered to the end dspends on the available system capacity.
Results. This scenario is even more complex when multi-helpys are introduced into the network
whereas the user access capacity decreases withctiease of hop number. Therefore, to maintain
and satisfy QoS demands from various users in &-tmyp relay network, it is essential to controtlan
determine the number of users connect to eachinaegyards to different levels of QoS. In this stad
system capacity control technique was presenteliEfoE 802.16j relay network to control the numbkr o
users that connect to the network and calculatesyistem capacity in terms of a three level relay
topology. We presented a simple mathematical aisatylsthe proposed technique as well as delay
analysis of the relay networkConclusion/Recommendations. The analytical results showed that the
proposed technique has achieved the objectivei®fthdy. Controlling and determining the number of
user is very crucial in order to maximize the thyloput for each individual user requirement of QoS,
maintain fairness between users in the networkgyaatantee QoS for real time application users.

Key words: WIMAX, IEEE 802.16j, QoS, throughput, delay

INTRODUCTION capacity of a wireless system as well as improwe th
o ) ) o penetration of WIMAX signals into the indoor

Providing seamless information access via wirelesgnyironment (Genet al., 2008a). Furthermore, since
links to end users over a geographically large &em  Relay Station (RS) works as link layer repeatarjrad
important goal for wireless communications techgglo  packhaul is not needed in the relay.
However, it is challenging to deploy broadband leise WIMAX (IEEE Std 802.16e-2004, 2004) support
access for sparsely populated rural areas, nondfne ifferent types of applications through five schity
sight coverage in urban environments, in-buildinggerices namely Unsolicited Grant Service (UGS3-re
coverage as well as addressing coverage holes Whetri?ne Polling Service (rtPS), extended real-timeliRgl

theeorera{shilén;;tegar?ire rgo b?ecaktg?m :gnrgeﬁ;zg?/ giléteanthervice (ertPS), non-real time Polling Service Rt
geograp 9 geograp and Best Effort service (BE) defined by the MAC

limited resources and expensive backhaul requiresnen ; .
Consequently, WiMAX enabled multi-hop relay (IEEE scheduler for uplink flows (IEEE Std 802.16j-2009,

Std 802.16j-2009, 2009) has been standardized t9009)- Each type of these services has different
address the connectivity problems found in singiseB deémands on the system as it is characterized gt a s
Station (BS) based WiMAX configurations. of QoS parameters. Consequently, the amount of
This standard is compatible with the previous IEEESYstem resources needed in such access area depends
Std 802.16e-2004 (2004) and IEEE Std 802.16e-2008N the number of users in that area (Chakebail.,
(2006). Therefore, traditional WiMAX clients willosk ~ 2010) and the type of application being used. In
normally in a Mobile Multi-hop Relay (MMR) enhanced simple words the capacity of a WiMAX system can be
infrastructure. defined as the number of service flows the wireless
The use of WIMAX relays would extend the channel can support or the aggregate total bantwidt
range and coverage of rural areas, increase thiequired in supporting a set of service flows.

Corresponding Author: Anas F. Bayan, National Advanced IPv6 Centre (Nau@jversity Sains Malaysia, 11800 Penang,
Malaysia Tel: +604-653 3005 Fax: +604-653 3001
1137



J. Computer <ci., 6 (10): 1137-1143, 2010

Table 1: Transparent and non-transparent relay

T-RS NT-RS

Only relays data traffic to the BS and vice versa
Operate in centralized scheduling

Operate for topology up to two hops

Does not have scheduling capabilities

Does not transmit preamble nor broadcast contresage
Improve intra-cell throughput

Communication using the same carrier frequency
Does not participate in bandwidth allocation

pefate as a BS for the SS
Operate in distributed or centralized scheduling
Operate in topology larger than two hops
Have scheglaipabilities
Transmits a DL frame start preamble, FCH&AE messages
Improve throughput and coverage extension
Conication using the same or different carrier fregies
Pé#ptite in bandwidth allocation in distributed schiegdumode

Furthermore, it is important to highlight that the Centralized and de-centralized controlled relaying
capacity of WIMAX system depends on environmentalapproach: RS is less complex than BS because it does
conditions, WiMAX channel configurations and typesnot need to provide backhaul functionality as a BS
of applications being used. The channel size cap va does. Multi-hop communications in MMR can be
with time as environmental conditions change andcoordinates in either centralized or de-centralized
WIMAX operators may configure WiIMAX channel in gpproach. In centralized controlled approach, tig B
different ways based on operator preferencesyas full control over all the network entities (Rew
regulatory constraints and performance requwementhS), where all the RSs and SSs are controlledtgire
(SR Telecom, 2006)_' . . by the BS. The RS does not perform any MAC
The focus of this study_ls on the system Capac'tXnanagement functions to allow for multi-hop
control and delay of a WIMAX relay system. We communications, but its only forwards the packeasnf
present a system capacity control technique forEIEE one hop to another hop. Therefore, the complexity o
802.16j relay network to control the number of sser . : : .
the RS consider less than the BS. In decentralized

that connect to the network and calculate the syste
capacity in terms of a three level relay topolo I controlied approagh, the RS has full cont.rpl Ouktre
pactty y topologyne SSs connects to it. The RS has the ability to perfo

as delay analysis for the relay network. ) ) !
multi-hop operation as it's encapsulated the whole

RS working schemes MMR WIMAX network functionality required for multi-hop communications

consists of three network entities called Multi-hop The BS is not affected. Hence, a RS occur as aalorm

Relay Base Station (MR-BS), RS and Mobile StationsSS for the BS and appear as regular BS for the Bs.

(MSs)/Subscriber’s Stations (SSs). These threearktw RS build its MAC frame. This frame is called muitp

entities define the hierarchical tree topology ofMM®  sub-frame which is a standard conforming to

network where the MR-BS is at the root of the tiR8s  requirements of 802.16 MAC frame.

functionality is to work as intermediate node betwe

MR-BS and SSs/MSs. Thus, it relays the informationTransparent and non-Transparent relay operating

between SSs/MSs and a MR-BS or between RS andraodes. Based on the physical processing perspective

MR-BS. RS may work in three possible schemesRSs are classified into two modes, TransparentyRela

depending on how the received signals are processeStation (T-RS) and Non-Transparent Relay Station

(Soldani and Dixit, 2008). (NT-RS). Table 1 shows the key difference between
These schemes are: transparent and non-transparent operation mode

(Masatoet al., 2008; Nieet al., 2008).

* Amplifying and Forwarding (AF): The relay node
amplifies and retransmits the received week signalRS usage models: In IEEE 802.16j network, the
(which loses its strength gradually and carrying th Internet Service Provider (ISP) may deploy RSs for
receiver noise). Therefore, increasing the systengifferent reasons (Marks, 2006). Listed below dre t
noise level. possible reasons that ISP might deploy RSs:

e Decoding and Forwarding (DF): The relay extracts
the information from the received modulated signale
and translates it into intelligible (interpretable)

Enhanced data rate coverage: This can be achieved
by providing higher uniform Signal to Interference

format before retransmission.

Estimating and Forwarding (EF): The relay node
does not translate the input data but it subdivides
the received signal (without decoding), then source
codes the signals and finally transmits it to the.
destination
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and Noise Ratio (SINR) to the users within the
MMR cell coverage. In other words, this can also
be done by providing higher throughput to
individual MSs within the MMR cell coverage
Range extension: In order to provide coverage to
group of users located outside of the BS coverage
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where the SINR is low and limited for instance,» Mobile Relay Station (M-RS): Is fully mobile and
rural area or outskirts area, RSs are deployed to can be mounted on moving vehicles such as train,
extend the coverage area beyond the perimeter of bus or car and get connected to an MR-BS or RS
the BS coverage through mobile link
e Capacity enhancement: Increased the system
capacity can be achieyed by allowing aggressivéMesh Vs multi-hop relay: In WIiMAX, multi-hop
frequency reuse within the BS cell and bycommunications could occur in mesh operation mode
enhancing the SINR where the SINR is limited. ang jn MMR networks by installing RS that allow for
Thus RSs are deployed to increase the system,iihop communications. In MMR networks,
capacity 1o h'.gh load regions W.'th'.n.the BS ce_II. multihop communications between users and the MR-
Where RS might be deployed individually or in BS occurs when the client are out of the BS rangk a
clusters around the perimeter of the BS cell .
: ; coverage but in the range of a RS, to connect $eesu
according to the needed capacity . o .
to the network via RSs. While in mesh mode, mutgp-h
Types of RS: RS can be defined as Fixed, Nomadic orcommunications between users and the BS occurs via
Mobile RS to suit different deployment scenarios orSS. Figure 2 shows the key difference between mesh
usage models. These RS is use for the systemnd MMR networks.
performance enhancement by allowing coverage
extension and increasing the throughput. In certainStudy on the optimal number of hops in MMR
Zcerranod, the ISdP ma;y ;?0(:56 (illfferetnt f'Er)_/pes gfm networks: In a multi-hop relaying network with fixed
eployed according to he topology, traflic an ity relay station, the relay station consider as pathe
within the surrounding area of each RS locatiomdée . : .
etwork infrastructure. As we mentioned earlier th

in such MMR network each usage scenario migh S f ionalii d th
include multiple RS types and multiple usage model unctionalities are to extend the coverage range

(Marks, 2006; Jerry, 2006) the most important R&y increase the capacity, reduced the dead spots and
and Usage scenarios are shown in Fig. 1: improve the overall services in the network. One of

the most important aspects in deploying wireless
- Fixed Relay Station (F-RS): Is installed multi-hop relay with the use of fixed relay statiois
permanently at fixed location to enhance coverageyy define the optimal number of hops along the path
capacity or throughput to users in areas where thgenyveen the source and the destination. Therefiee,
co:;erage isdlowt. For Iexample, indoor, in Shadow’number of hops (RSs) in the network must be
unaerground or lnnets ._carefully considered.
e i iy, Research work cone by Wel (2007 s e
stanat by increasing the number of hops (RSs) in WMA

duration of that particular event in order to poevi X . :
additional coverage or capacity. For instances, th&hulti-hop relay system, the achievable client asces

temporary recovery is required when situations (forc@pacity decreases dramatically. Wei (2007) has als
example, disaster recovery situation) and temporaProposed that the achievable access capacity can be
events (for example, sports occasion) occurs enhanced by using higher level modulation schemes o
higher turbo coding rate respectively. Figure 3veho
normalized achievable capacity for each number of
hops using different type of modulation and coding
schemes.

Multihop g

Ms

MSs

= % = ! - R, MS Ms
.:\N? Converge extension Relay Network Mesh Network

at cell edge

Fig. 1: RS types and usage models Fig. 2: Mesh Vs relay
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As shown in Fig. 3, when the number of hop is one  From Fig. 4, we conclude that by increasing the
and 64QAM-3/4 is used, 68% of the whole capacity ca number of hop, the total amount of traffic to relay
be allocated for user access while when the number increased respectively. Thus, bottleneck might be
hop is two, 41% of the whole capacity can be atieda occurred at F-RS1.
for user access. For three hops, only 29% of thelevh Based on (Wei, 2007; Debal., 2008; Genet al.,
capacity can be allocated for user access. Fram t 2008b) the maximum nurr_lber of hops recommended to
Fig. 3, we can interpret that the achievable useess be used in MMR network is not more than three hops

capacity can be significantly improved by usingHeig gIL.Jarantee that tr;]ere’s suff;(merr\]t ca}pacny for Ig;sal
level modulation scheme or higher turbo-coding rateclient to access the network. Therefore, we assthate

For example, when the number of hops is two an&he maximum number of hops recommended is based

64QAM-3/4 is used, the achievable access capaaity c on these S“.Jd'es- .
reach 41% compared to 14% when using QPSK-1/2 : Increasing t_he number of hops per connection
: ' fm|ght result to higher delay and affects the baxithvi
Figure 4 shows an example of total amount o

i ) ) efficiency. It's not recommended to use centralized
traffic transported at each hop or at wirelessyréitak. scheduling mode if the number of hops > 3 (Zhou,
We assume the traffic load is identical at each, op 2008).
represent number of hops which is three hops and X
represents the traffic load at each hop. MATERIALSAND METHODS

At hop F-RS3, local traffic is X so the amount of

traffic transported at the wireless relay link beém  Network topology: Figure 5 shows an envisioned
FRS2 and F-RS3 will be X. The total amount of i@ff linear multi-hop relay topology of IEEE 802.16j
transported at previous two hops which is betweemonsisting of one MR-BS, three F-RS, MSs and fixed
FRS1 and F-RS2 will be 2X. For wireless relay link SSs. MSs and SSs may connect directly to the base
between the BS and F-RS1, the amount of trafficstation if it is in the coverage area of the MR-BS
transported will be 3X. otherwise, it will be connected to the network ay=d

the services through the F-RS which is installed as
80% fixed relay stations in order to enhance the cayera
70% and capacity of the MR-BS.

60%

——640AM 3/4 System  capacity control analytical model:
- 640AM 2/3 Controlling and determining the number of useresyv
s 160AM3/4 crucial in order to maximize the throughput for keac
s EAGARA individual user requirement of QoS, maintain fagse
SRS betwgen users in. the networks and guarantee QoS for
| —— e real time application users. The more users conteect
0% the network, the more traffic congestion toward the
t 2 3 4 5 MR-BS. Therefore, the system capacity control
Number of Hops technique presented as a solution to control thmaben
of users that connect to the network and calculate
Fig. 3: Normalized achievable capacity versus numbeSyStém capacity in terms of a three level relaykogy.
of hops (Wei, 2007) For better QoS and resource utilization, Total ficaf
(TF) at MR-BS must be less than or equal to the MR-
BS capacity. Equation 1 used to calculate totdfi¢rat
each level (wireless zone):

)
)X 2X X R o
1 k—z \ TF, at Hop -Z_O: y |+Z(; TE, (1)

50%

40% 1

30% —%

20%

Normalized Achievable Capacity

F-RS(n-1) F—I'\T’Sn
X X Where, |10, L|:
L Layer

Number of users at level |
Number of relays at level j

Fig. 4: Example of amount of traffic at wirelesdase (ry)
link (my)
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In Eq. 2 we show how to calculate total traffiado  where, @ represent constant delay at a single hop (k)
in the network at the MR-BS for a three level relaydue to the processing delay,{d, propagation delay
topology: (dprop) @nd transmission delay g9. Processing delay

is the time that a hop spends processing a pattkst,

TR, =0, Y U+ 0,33 U+ 0, zm:z”: Ut Dazm: ot @) comprise error checking time, reading the packatbe

= e prfer pr e time and time for finding the link to the next hop.
Propagation delay is the time that it takes a digna
U = The traffic load per user change to propagate through the communication media
n = Number of users from a hop to the next hop. It can be calculatedgus
m = Number of relays Eq. 6 where (s) is the distance between hop andeke
(Uo, O, 0, 03) = Control parameter for each level: hop and (proy) is the propagation speed. Transmission

delay is the time required for the packet to beha

3 transmission media for transmission it can be dated

TR, :{D0 +>°0; m] nu}s BS capacit 3) using Eq. 7 where, (PL) is the packet length is hitd
= (TR) is the transmission rate in bits per time .u}(‘ ,

=1
We define the system capacity in Eq. 3 in terms of€Present the queue delay of the (i) packet ah@p.
a three level relay topology where the QoS fort,, @ndt, —in Eq. 8 respectively represent the

individual users are constrained by the variablgdl;,  reception and transmission time of the (i) packeha

0, Os at the respective levels], is a fraction less than (k) hop. The Accumulated Delay (AD) of the (i) patk

one of the total BS capacity. for multi-hop (h) where (h) represent the number of
hops defined as in Eq. 9:

Delay analysiss For a traffic flow traversing the i i

network and during the connection setup with the-MR _ _

BS, a MS/SS send the expected delay/negotiatey dela 20 _;D("k) =hDi+ k:1D“‘“’k) ©

constraint with a set of QoS parameters to the MRR-B

To calculate the experienced delay/actual delapjgj RESULTSAND DISCUSSION

Eq. 4 denote the delay of the (i) packet for tH8 flop.

Therefore, we define the per hop traffic flow detesyin

the following Eq. 4-8:

The control parametér is used as a fixed control
parameter for controlling the number of users
connected to each wireless zone. Where it is uged t
accept or reject users at each relay in accordaitbe
Dy = D + Dy (4)  the predefined number of users (n) allocated fahea

relay on the network while maintaining the QoS for
(5) each tier. Consequently, users request can be tadcep
or rejected based on its required QoS parameteted, t
network capacity (available bandwidth) and already

D, =d, +d  +d

~ “proc prop trang

=S (6)  accepted flows.
P prop, Figure 6 shows the impact of the system capacity
control technique on controlling the number of gser
PL connected to the network and enhances the system
ans = TR () capacity for each number of relays by using diffiere

control parameters of]l Table 2 as fixed control
parameter. As a result, the optimal number of upers
Dq<_k) =l Lo (8) relay is 25 users. Whereas at the BS, the impathen
number of users was high compared with the relays,
different control parameters shows different resuolh
user’s number.

Table 2: Various values of] at the respective level for each
experiment

E1l E2 E3 E4 ES

0o=1.00 [bo=0.75 0o =0.50 0o=0.25 0o =0.00

0,=0.00 0;,=0.08 0. =0.16 0. =0.25 0:=0.33

. 0,=0.00 [b,=0.08 0,=0.16 0,=0.25 0,=0.33

Fig. 5: Network topology 0:=0.00 [3=0.08 [3=0.16 [3=0.25 0:=0.33
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s \ . R -&-E2 Networking, ACM Press, Sept. 14-19, San
E
=

» ) N ) £3 Francisco, California, USA., pp: 163-174. DOI:
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. ; 10.1109/IEEESTD.2004.226664
requested type of service. The analytical resultish -\ ='q) g5 1662005, 2006, IEEE standard forlloca
that the system capacity control technique enhatized
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three hops to guarantee sufficient capacity foralloc 10.1109/IEEESTD.2006.99107

clients to access the network. The analytical model |EEE Std 802.16j-2009, 2009. IEEE standard for lloca
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