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Abstract: Problem statement: Direct formulas used for Hahn moments computatigailable in the
literature are not applicable for large size imagdéss is due to the need for calculation of faiegtoof
large values as well as numerical instability ir ttalculation of polynomial values. This study
presents a method to correct these ersdpproach: In this research, recursive formulas for weight
function, squared norm and weighted Hahn polyn@nitilat were used for Hahn moments
computation were derivedResults: Simulation results were reported for image reauoicsion and the
quality of reconstructed image was assessed by usiiversal image quality inde€onclusion: This
study presented a procedure for calculation of Halbments for any size images using the recursive
formulas. From the simulation results, it was obedrthat the derived recursive formulas work well
for any size images.
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INTRODUCTION recursive formulas for weight function, squaredmor
and weighted Hahn polynomials. Further, simulation
Orthogonal moments which are extensively usedesults are reported for image reconstruction usireg

for image reconstruction and classification proldeare  derived recursive formulas.
grouped into either continuous or discrete. Geometr
(Hu, 1962), Legendre (Teague, 1980) and Zernike
(Teague, 1980) moments are continuous where as
Tchebichef (Mukundan et al., 2001), Krawtchouk ) _ )
(Yapet al., 2003) and Hahn moments (Yel., 2007) Direct formulas_ for we|_ght f_unctlon, squared norm
are discrete. Discrete moments have number ofnd Hahn polynomials as given in Table 1 of (agl.,
advantages over continuous moments like no need f#007) are not suitable for large size images sifice
coordinate transformation, better image reconswoct 'eduires to calculate the factorial of large values
and no discretization error. Recently, Yetpal. (2007) Further, numerical instability occur in the caldida of
proposed Hahn moments using discrete weighted Hahpelynomial values and therefore, numerical fludtrzs
polynomials. They showed that Tchebichef andoccur in the computation of moment values. To
Krawtchouk moments are special cases of Hah®vercome these problems, we derive the recursive
moments with the appropriate parameter settings. lfelation for weight function, squared norm and dite
order to compute Hahn moments, the authors useweighted Hahn polynomials.
direct formulas for obtaining Hahn polynomials, gl
function and squared norm as well as weighted Hahmable 1: Computed UIQI for Lena image

MATERIALSAND METHODS

polynomials that are applicable for small size ie®mg UIQI with Hahn moments  UIQI with Hahn moments
only. When these equations are used for large siz@rder forfn=0,=P.1=PB,=0) for@=a,=B=PB.=1)
images, one encounters the following problems @@t  (20.20)  0.23 0.24

for calculation of factorial of large values (ii) Egg:gg; g:gg 8:‘51;’

Numerical instability in the calculation of polyngah  (so,80) 0.67 067

values. These problems can be solved by using¢L00,100) 0.75 0.76

recursive formulas. Hence, this study derives thd120,.120) 081 0.81
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Weighted Hahn polynomials (Yaab al., 2007) are ] _(B+N)!
given by: w(0;a,B,N)= BN (10)
o (0B, N) = h, (xa 8, N) [ WS B N) 1) Fora =B = 0, w(0;a, B, N) is given by w(0p, B,
p(n;a,B,N) N) =1.
in which hy(x; a, B, N) are Hahn polynomials which are Recursive formula for squared norm: By substituting
defined in terms of hypergeometric function as: n =n+1in (6), we obtain:

h, (0B, N)=, K En, (o +B+ D 6+ 1 N1 (2) (- (n+a+B+ 2,

i i ; . _ (B+1),.,(n+1)!
where, ,F,() is the generalized hypergeometric p(n+ZLa,3,N)= n+l 11
function : i\Z/(e)n by: ’ YPer (2n+a+p+3)@ + 1), )
° g (=N),..N!
hhoas @) @)@)Z
(82,308 ,z):k; (tk’l)k(bz)kk! @) Dividing (11) with (6), we obtain the recursive

formula for squared norm as:
and (a) is the Pochhammer symbol given by:

p(n+La B,N)=
(a), =a(a+ (a 2)....(& k . (4) D(n+D@2n+a+p+ 1)\
B+n+D(n+a+p+ N+ 2) o(n:ap.N) (12)
w(x, a, B, N) is the weight function given by: (n=N)@+n+Da+p+n+ 1
(2n+a+B+3)
a+x\)B+N-x
wixap, N):(x ](N -X ] ) The starting value for the above recursive refatio

can be obtaining by substituting n = 0 in (6) as:
and the squared norpgn; a, 3, N) is given by:
p(o;q’B’ N):% (_‘]_3)
(-1)"(n+a+B+1),, @+ 1), n! (@+B+IN!

p(n;u'B"\l)z(zn+o(+B+1)(O(+1)1(—N)n N! ©)

Fora = =0,p(0; a, B, N) is given byp(0; a, B,
Recursive formula for weight function: The weight N) = N+1.
function as given in (5) can be written as:

Recursive formula for weighted Hahn polynomials:

WX a.p, N):(a +x)I(B+N -x)! @) The recursive formula for Hahn polynomials with
xla!lB(N —x)! respect to ‘X’ is given by:
Substituting x = x+1 in the above equation: (x +1- N)(x + o + 2)h, (x+ 20 B, N)
=(4x-B-Bx+2x* + 2+ f — 3N-
. _(a+x+D(B+N-x-1)! o (14
w(x +La,B,N)= X+ DialBN —x -] (8 2Nx-aN+nB+ n+ ro+a+ax)h, (x+ 1o B, N’ (14)
= (x+1)(x=B~=N)h, (x;a B,N)
By dividing (8) with (7), we obtain:
for x = 0,1,...,N-2 with h (0;a,3,N)=1 and
. _(@+x+1)(N-x) . n(n+a+p+1) -
w(x +La,8,N)=—"——w(x;a B,N 9 . =1 TETPTY
( B.N) BN-0(+D) (x;a,B,N) 9) h, (La B, N)=1 NG+ D as initial values.

In order to derive the recursive formula for
The starting value for the above recursion can be&veighted Hahn polynomials, we multiply the above
obtaining by substituting x = 0 in (7) as: equation by:
1038



J. Computer i, 6 (9): 1037-1041, 2010

w(x +2;a,B,N) _
/7p(n;a,[3,N) (x+1-N)(x+a+2)h,

. wix+2,aB,N)_
(X+2,G,B,N) W—(4X B BX+ 2)8

+2+n* = 3N- 2Nx—a N+ B+ i+ m+a+a x)

. [w(x+2a,N) g

h, (x+Lo B, N) o(na p.N) (x+ (x=B- N)
) fw(x+2;0(,B,N)_ Cal 2
hn (X,G,B, N) W - (4X B BX+2X

+2+n° = 3N- 2Nx—a N+ B+ n+ m +a+a x)h
(x+La,B,N) w(x+20,8,N)w(x+1a B,N)
T p(n;a,B, N)w(x+ 1a B,N)
w(x +2;a,B8,N)
w(x;a,B,N)
p(n;a,B,N)
w(x;a,B,N)

=(x+1)(x-B - N)h, (x;a,B,N)

= (x+1- N)(x+0 + 2)hn (x+ 20 B, N)=
(4x-B-Bx+2x*+2+ - 3N- 2Nx-a N+ B+ n

+na+a+ax)ﬁn(x+l;G,B|NK/m
w(x +1,a,8,N)
) BN wx+2,0,8,N)
(x+1)(x-B N)hn(X,“:B'N)m

(15)

By using the recursive formula for weight function -

as given in (9):

w(x +2;0,3,N) _ @+ x+2)(N- x-1)

w(x+La,B,N) B+ N-x-1)(x+ 2)

w(x+2;0,8,N) _(a+ x+ 2)(N- x— 1)@ + x+ 1)(N- x)
w(x;a,B,N) - B+N-x-1(x+2)B+ N- x)(x+1)

The initial values for the above recursive formula
can be obtained using (1) as:

ha(0:0,8,N)= h (O N}/W(LBN)
(00 ,B,N)=h, (Op B o(naB.N)

17
_ (WO B.N) o
p(n;a,B,N)
and
- @a,B,N)
he(La B, N)=h, (@ BN )
p(n1G1Br N) 18)

w(La,B,N)w(Oa 8,N)
w(0;a,B, Ny (na 3,N)

=h,La B, N)\/

Using (9), we obtain:

w(La,B,N) _(@+1)N
w(OaB,N) B+N

and we have:

nn+a+p+1)

h,(&a B,N)=1- NG +1)

Substituting the above values in (18), we get:

n(n+a +B+1))
N(a +1)

(a+1)N -
’[3+N n(0;0 ,3,N)

RESULTS

hn (Lot B,N)= (1~
(19)

In order to test the validity of the derived resive

Substituting the above values in (15), we obtag t formulas, we calculate Hahn moments € a; = 3, =

recursive formula for weighted Hahn polynomials as:

(X +1=N)(x+a +2) I (x+ 20 B,N)=
(4x-B-PBx+2x*+ 2+ * — 3N- 2Nx—
oaN+nB+n+m+a+ax)

\/(a+x+2)(N—x—1)|;]

(16)

B+N-x-1)(x+2) (x+LaB,N)- (x+1)

(a+x+2)(N-x-1)
N) (a+x+1)(N-x)

B+N-x-1)(x+2)

B+N-x)(x+1)

(x-B hn (x;a,B, N)

B, = 0) up to order (120,120) for a Lena image oésiz
256x256 as well as Circbw image of size 2230. To
compute Hahn moments, we use the derived recursive
formulas for weight function, squared norm and
Weighted Hahn polynomials. Further, we also use the
symmetry property of weighted Hahn polynomials and
matrix form representation of moments to reduce the
computational  complexity.  The  mathematical
expression corresponding to symmetry property is

given by h.(x;a,B,N-1)= 1 h (N- = xa B, N- L.
To compute the weighted Hahn polynomials for an

image of size NN, one need to compute weighted
Hahn polynomials for one quadrarngxQy<(N/2-1) and
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apply the symmetry property to get the weighted iHah and image reconstruction using Hahn moments isngive
polynomials for other quadrants. The matrix formby:
representation for Hahn moments is given by:

F=ATHB

H =AFB'

In these expressions, the matrices H, A, B and F
are given by:

H :[Hij :|i=Nmaxvj=M max

i,j=0
i=N-1,j=M -1

P[],

B I=N o j=N -1
A =l:hi(j;01,[311 N -1)}

i,j=0
. I=M e j=M
B=[hi (50,8, M —1)}

i,j=0

T denotes the transpose of matrix.

The images are reconstructed using Hahn moments
up to order (40, 40), (80, 80) and (120,120) arel th
reconstructed images are shown in Fig. 1 and 2. In
Fig. 1: Reconstructed Lena images using up to uario order to assess the quality of reconstructed image,

orders of Hahn momentsi{=0, =3, =3, =0) also compute Universal Image Quality Index (UIQI)
(a) order (40, 40) (b) order (80, 80) (c) order(Wang and Bovik, 2002) and the results are entared
(120, 120) Table 1 and 2.

DISCUSSION

It is observed from the UIQI results that thisuel
approachesto wunity as  the order of masnesed
for image reconstruction increases. The image
reconstruction is repeated using Hahn moments with
parameterso; = a, = 3; = B, = 1) and the results are
shown in Fig. 3 and 4, Table 1 and 2. It is obsgthat
the reconstructed results depend not only on theben
of moments selected but also on the parameter sialue
For the given order of moments, as the value of
parametersy,, 0,, B4, B> deviates on either side from
unity, the quality of reconstructed image decreases
This is due to the variations in the amplitude loé¢ t
polynomial values.

Table 2: Computed UIQI for Circbw image
UIQI with Hahn moments  UIQI with Hahn moments

Order for =0, =B =P,=0) for@=0,=P1=F>=1)
(20,20) _ 0.06 0.06
Fig. 2: Reconstructed Circbw images using up to40,40)  0.15 0.15
various orders of Hahn moments, (= a, = B; = (60 gg; 8% 8-25
B, = 0) (a) order (40, 40) (b) order (80, 80) (c) | (100 100) 0.36 0.37
order (120, 120) (120,120)  0.40 0.41
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CONCLUSION

This study presented a procedure for calculation o
Hahn moments for any size image using the recursive
equations. These equations avoid the need for
calculation of factorial of large values and alsmids
the numerical instability, which occur in the potynial
calculations.
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