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Abstract: Problem statement: Tone distortion in Thai languages can deterioraté only the
intelligibility of speech but also its naturalne3herefore, the correctness of tone must be cdyeful
taken into account in continuous speech synthddis. preliminary work confronted this problem
when applying HMM-based speech synthesis to TAaproach: This study presented a study on
speaker-dependent and speaker-independent HiddekoWavodel (HMM)-based Thai speech
synthesis. In the speaker-dependent system, wdogeeba simple tone-separated tree structure in the
tree-based context clustering process of the trgistage to treat the tone distortion problem.hi: t
speaker-independent system or averaged-voice-nsgdt#m, a number of tonal features are extracted
and applied with the Speaker Adaptive Training (BaMd Shared Decision Tree (STC) techniques to
release the tone distortion probleResults. Our objective evaluation revealed that the progose
features could make the FO contour closer to thgetaspeaker’s real contour. The results from our
subjective test also revealed that the proposeal features could improve the tone intelligibilay all
speech-model scenarios of male and fem@atmclusion: By applying our approach, the problem of
tone distortion can be relieved effectively. Thetdretone correctness can improve the intelligipili
and the naturalness of speech significantly.

Key words: Tone correctness, speaker-dependent, speaker-imdieme hidden Markov models,
speech synthesis

INTRODUCTION treat this problem, an HMM-based speech synthesis
which has been originally developed to support
Historically, Thai speech synthesis has been widel Japanese has been adapted for Thai by Chomphan in
developed in two approaches. Unit-selection-base@007.
approach has been conducted at the beginning period The main purpose of speech synthesis is to produce
with high speech quality in both naturalness andsounds of speech that are intelligible and natural.
intelligibility, while HMM-based approach has just Modeling spectral and prosodic features suitablylado
been studied in 2087 The first paper describing the bring about better speech quality. Tone distortion
development of a Thai TTS engine was published irtonal languages, e.g., Thai, can deteriorate nigt the
1983% where a speech unit concatenation algorithmspeech intelligibility but also its naturalness)cs the
was applied to Thai. This approach was implemeinted lexical tone is a suprasegmental feature formedhiy
the latest version of Vdfh at National Electronics and basic prosodic feature. Therefore, the tone camesst
Computers Technology Center (NECTEC). Althoughshould be considered in generating continuous $peec
the newest Vaja engine produces a much higher soundone correctness was successfully improved in a
quality than the former unit-concatenation basedspeaker-dependent HMM-based synthesis of Thai
engine, the synthetic speech sometimes soundspeech. It has been found that the implemented system
unnatural, especially when synthesizing non-Thaicould provide speech with better reproduction okpdy
words written with Thai characters and still cannotover the unit-selection-based Vaja TTS system.
synthesize speech with various voice charactesisticSpecifically, a decision tree with a tone-separated
such as speaker individualities, speaking styles. Tstructure significantly improved the tone corresgef
achieve various voice characteristics in speechihe synthesized speech. After that, a speaker-amdkmt
synthesis systems based on this approach, a largéMM-based Thai speech synthesis system with a Bpeec
amount of speech data is necessary. Unfortunatety, database containing a large number of speakers avith
burdensome to obtain enough speech data. In ooder small amount of data for each speaker has been
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developed by Chomphan and Kobayashi to generatgarameter and excitation parameter (FO) are exilaait
speech with various speaker characteristics. Howthe  each analysis frame as the static features from the
tone correctness was inadequate despite using tlspeech database in the spectral parameter extraatib
technique that was adopted in the speaker-dependegxcitation parameter extraction modules, respegtive
system. Moreover, the shared decision-tree contexthereafter, they are modeled by multi-stream HMNIs i
clustering technique (ST&)was adopted to reduce the which output distributions for the spectral and gedts
effect of speaker bias and the Speaker Adaptivmiitgp are modeled by using a continuous probability
technique (SATH® was incorporated into the training distribution and the multispace probability distriion
procedure of the average-voice model to improve it§MSD)™®, respectively. In addition, to directly model
quality. However, the critical problem of improvibgne  the phone durations, we utilize a framework of Hidd
correctness was still not resolved. Thus, some |ton&emi-Markov Model (HSMMJ®!, where the model has
features were included to treat the probiem explicit state duration distributions instead ofe th
This study is structured as follows. In the matieri transition probabilities. To model variations ineth
and methods, Thai tone characteristics are addtessespectrum and FO, we take into account phonetisqaio
The implementation of the speaker-dependent HMM-and linguistic contexts, such as phoneme identity
based speech synthesis system and the implementatigontexts, tone-related contexts and locational exdst
of the speaker-independent HMM-based speecHhen, th7e_ decision-tree-based  context ~ clustering
synthesis system are subsequently explained. THechniqué™ is applied separately to the spectral and the
results and discussion are then presented. Finallf;0 Parts of the context-dependent phonefiéMs.

conclusions and potential research directions areng

at the end of this study.

MATERIALSAND METHODS

Thai tone characteristics: In Thai, tone, which is
indicated by contrasting variations in contour of
fundamental Frequency (FO) at the syllabic levelam
important part of spoken language because the mgani
of words with the same sequence of phonemes can b
different if they have different tones. There areef
tonal variations traditionally named according te t
characteristics of their FO contours within a dylt&”.

In the continuous speech context, the FO patiafrns
5 Thai tones are affected from the adjacent sylabl
tone$™. Palmef? demonstrated that 5 Thai tones
showed some changes in height and slope as adancti
of the preceding or following tone. Changes in heig
and slope appeared to be confined primarily to the
beginning or end of the syllabi&. Gandout* studied
the tonal coarticulation including the carry-ovdieets
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Implementation of the speaker-dependent HMM - |
based speech synthesis system: N
Implementation process and basic configuration: A Excitaion pmameier
basic structure of the HMM-based TTS system is
shown in Fig. 1. There are two main stages inclgidin
training stage and synthesis stage.

In the training stage, context dependent phoneme
HMMs are trained by using a speech database. $pectrFig. 1: HMM-based speech synthesis system
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In the clustering technique, a decision tree is (@)
automatically constructed based on the Minimum

Descriptive Length (MDL) criterion. Thereafter, the-

estimation processes of the clustered context-akgpen

phoneme HMMs are conducted by using the Baum-

Welch (EM) algorithm. Finally, state durations are

modeled by a multivariate Gaussian distribuffdrand

the state clustering technique is also appliedh¢ostate (b)
duration models.

In the synthesis stage, an arbitrarily given tiext // SN
transformed into a sequence of context-dependent o AN

- Tone ( Q. -Ton { Tope 2 ¥one3~_Tone 4
phoneme labels. A sentence HMM is constructed by N
concatenating context-dependent phoneme HMMs
based on the label sequence. From the sentence HMM,

spectral and FO parameter sequences are obtained

based on the Maximum Likelihood (ML) criterion, Fig. 2: Tree structures for context clustering: ajgle

where the associated phoneme durations are binary tree structure, (b) simple tone-separated
determined by using state duration distributions. tree structure

Eventually, the output speech is synthesized frben t
generated mel-cepstral and FO parameter sequegices t 250

]
using an MLSA (Mel Log Spectral Approximation) ©
filter™!, [\

200 1
Design of decision tree in context clustering: H

- 150 : . ; .

Context dependent models considering several 50 52 54 56 58 60 62 64
combinations of contextual factors are construdted
the training stage. However, as the number of & 2s50f ' ' ' ' ' T ]
contextual factors increases, their combinatiorso al
increase exponentially. As a result, model pararaete 200 \/‘—V\/
with sufficient accuracy cannot be estimated with
limited training data. In other words, it is impdde
to prepare the speech database which includes al "3 57 354 358 58 60 o2z o4

combinations of contextual factors. To release this Time (sec)

problem, the decision-tree based context clustering )

technique is employed to the distributions of theFig- 3: FO contours of (a) synthesized speech ftioen

associated speech features. clustering style of single binary tree without
At the beginning, we used a conventional single tone type questions and (b) natural speech

binary tree structure in the decision tree-basetteod In the evaluation process, four context clustering

clustering process as shown in Fig. 2a. Due to thetyles are designed as follows:

imbalance of tone frequency, some tones dominate th

tree over the others. As a result, the single binewe *  Single binary tree context clustering without tone

context clustering gives high tone error percentage type questions .

about 20% when using 2500 training utterandes °* Simple tone-separated tree context clustering

causes an unacceptable intelligibility to the sgsthed without tone type questions _ _

speech. An obvious example of FO contour distortiort ~ Single binary tree context clustering with toneetyp

between the natural speech and the synthesizedrspee ~ duestions _ _

can be shown in Fig. 3 (at the first full-shapdable  ° Simple tone-separated tree context clustering with

contour). To improve the tone correctness of the tone type questions

synthesized speech, the simple tone-separatedafecis | mp|ementation of the speaker-independent HMM -

tree structure was designed as depicted in Figlt25.  pased speech synthesis system:

supposed that separating the structure into sebfe  |mplementation process and basic configuration:

each tone can reduce the influences across tones. The conventional HMM-based speech synthesis system
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which adopted from the speaker-dependent sy3temsynthesis system was proposed to treat the probfem
embedding the STC technique with a tone-separatepne neutralizatidd. They are expected to be
tree structure and SAT technidlids called baseline promising factors to reduce the effect of modelfy
training system. A vital problem for generating Tha from a variety of speaker characteristics, sinceNtV
average-voice speech from baseline training syseem With an associated FO contour are clustered antksha
tone distortion. In other words, the tone corressnef  their parameters. Generally, phrase-intonationufeat
synthetic speech is considerably degraded. Thiepresent the FO contour on the global level, wioifee-
problem does not exist in the speaker-dependetgrays 9eometrical features reflect the FO.contour onldical
because of using single-speaker voice for trainfitgg ~ 'evel. Both of them complementarily represent tife F
problem emerges in the speaker-independent systefPntour and are derived from an extension of the
where a multi-speaker speech database is appltesl. T9€nerative and geometrical models. .
tying mechanism in decision-tree-based context | N€ generative model depicted in Fig. 5 effectivel
clustering without an appropriate criterion causes 'ePresents the FO contour of speech in both tondl a

unexpected phenomenon called tone neutralization. F non-tonﬁl Ian%uat\ggtér':‘”, tlhe;)relfore dwle aplpllied ilt toﬁ;uih
example, when a short vowel with no final consonan{ €S€arch on both he global and local 1evels. /&
appears as the first element of a compound woisljgh geometncgl model is a simple method of represgrdin
often accompanied by a neutralization of tonesma” portion of the FO contour, we chose it to elod

especially when the original tone is IB% Tone the FO contour of syllables on the local level.

neutralization for our context has frequently ocedrin
synthetic speech and caused several vital ton
distortions. Fig. 4 compares the FO contour of ratu
speech and the FO contour generated from the bhaseli

tr§|;1in/i\ng SY_S|t§Am for t-??,,\ Thai se’z)?\tervmp_)'-o-/l\-N’\-O ‘5| the conventional HMM-based speech synthesis system
a V-0 v-t |23 -0 -1 p-a-2-3 wa N1 K-0 - empedding the STC technique with a tone-separated

v*-0/ (the hat * and number correspond to the finakyee structure and SAT technique, as depictedgn i
consonant and tone number), which is not included i e highlighted ~dark components  represent

the training sentences. Tone neutralization can bg,gdifications from the conventional system.
observed in the lower contour of the conventional Tonal features in the form of codewords are
approach compared with the upper contour of naturadmployed in all stages of the systems. In the itigin
speech. stage, tonal feature extraction module adopts the F
Integrating a set of tonal features that consfst oyalues in a series of speech utterances from ttieatian
phrase-intonation and tone-geometrical featurestim  parameter extraction module, the time label thavipes
context-clustering process of the HMM-basedespe the poundary of all syllables in the corresponding
speech utterance and the context label that cantain
contextual information from associated texisset of
- tonal features is subsequently transformed intetaok
appropriated codewords. They are finally embedded
into the contextual information and an output cahte
label is applied to the tree-based context-clusgeri
process in the HMM training module.

Integration of tonal features into HMM-based
eech synthesis system: we explain how to integrate

the tonal features into the baseline training systEhe

module for extracting tonal features is integraieit
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Fig. 4: Comparison of FO contour of natural spesmcth
FO contour generated from a baseline trainingFig. 5: Representation of FO contour by generative
system (bl) model
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—— Training stage form a context label by tonal feature arrangememnt a
”i‘%&“j'ilf@éﬂ ) text analysis module in the synthesis stage. It is
Fp“md“}m e v ¢ lv necessary to include this process in the systemegsi
e i T the embedded representative mean values of thé tona

Label| 0 T €00 ?& parameter || parameer features will reflect the target speaker’s chandsties.

Content Excintion | speml We updat(_e these tonal features for every new target
Ty LY parameter § _parameter speaker, since they reflect the speaker’s indivijua
Tbel HMM taining \ The speaker-independent system generates the
v arbitrary target speaker’s speech from the avevagme

model by conducting the speaker adaptation. The
preliminary experiments showed that the tone
correctness of average-voice speech as well agextiap
Adaptation stage voice speech was degraded. Therefore, the tonal
features were incorporated into the speaker-indigr@n
system in both the training and adaptation stages.
e gpe‘;ml Without incorporating tonal features into the adsiph
posameter || parsmeter stage, the tonal features of the target speakerdwou
o Spoeual | v have been ignored and may have caused unexpected

Speech signal

@peedﬁm‘w
W

Timing agd context label v

Excitation Speetral
C. parameter arameter H =
I e ML tone distortion.
feature
v : .

depted voios FNVEY Arrangement of contextual information: A number

analysis EVT%,T{( > of contextual factors that affect the spectrumpBgfiern
Mean S CTWCT . . .
tonal = and duration, e.g., phoneme identity factors and
fatue — 51 ) locational factors, are prepared the same as these

ymthesis stage . . .
Y ’ ; in the speaker-dependent sysféniThey are divided

Tonal feature
arrangement

into five levels of speech units, including phoneme
syllable, word, phrase and utterance.
Poraumeter geaciation from HMM: The extraction algorithms for tonal featutesere
fﬁ-ﬁiféi?ﬂ ;ﬁfﬁ?ﬂ - used with the FO series of all training utterantes
xctation H Sypthesis Syuhete prepare the tonal features to be employed in the
- context-clustering process. Each of the tonal-featu
ranges determined from analyzing the tonal featiges
Fig. 6: Block diagram of a tonal-feature-embeddedequally divided into several sub-ranges and then th
HMM-based speech synthesis system. quantization process is applied. The baseline vafue
FO and the amplitude of the phrase command for the
The implemented decision tree is binary, where ghrase-intonation features were linearly quantized
guestion splitting contexts into two sub-groups iseight classes with an assigned codeword of 0-7s&he
prepared within each intermediate node and the MDlfeatures were then grouped into two sets (S15, &i.6)
criterion is used to stop the nodes from splitfiigAn  the phrase level of contextual factors as showthén
associated node can be selected for all contexts Hpllowing list. It is noted that our purpose isitwlicate
traversing the tree, starting from the root nodent the level of phrase intonation for the current pios;
selecting the next node depending on the answer to therefore, both features have to be used togedsea
guestion about the current context. Therefore, dhee result, the feature of the baseline value of F(has
decision tree is constructed, unseen contexts @an lelassified into the utterance level, although each
prepareft®?] utterance has its own unique value.

We arrange the tonal features of target-speaker The initial FO of the syllable, its duration, gope
speech in the adaptation stage by using the sam@nd the amplitude of the tone command for the tone-
procedure as the training stage and exploit thethén geometrical features were linearly quantized in the
MLLR-based adaptation module. Finally, the same way as that applied to the phrase-intonation
representative mean values of the tonal featurabeof features. These features were then grouped into fou
target-speaker speech are calculated by the meaets (S6-S9) in the syllable level. Since the curtene
analysis module and then embedded with othecharacteristics greatly depend on its adjacentstoime
contextual information analyzed from the input text other words, these are known as tonal coarticulatio

909

A

Context

label

Text analysis

bI

{n
i
Wi

|
Input text




J. Computer <ci., 5 (12): 905-914, 2009

effects, which include carry-over and anticipatory Speech signal were sampled at a rate of 16 kHz and
effects'”*. Therefore, we also provided the contextualwindowed by a 25 ms Blackman window with a 5 ms
factors for these features with preceding, cur@md  shift. Then mel-cepstral coefficients were extrechgy
succeeding syllable positions. mel-cepstral analysis. The feature vectors corsisfe

25 mel-cepstral coefficients including the zeroth
coefficient, logarithm of FO and their delta andtale
delta coefficients.

We used 5 state left-to-right HSMMs (hidden semi-
Markov models) in which the spectral part of thatest
was modeled by a single diagonal Gaussian output
distributiorf?®. Using the HSMMs, the explicit state
'duration probability is incorporated into HMMs atigk
state duration probability is reestimated by uskig
algorithm®”. It is noted that each context dependent
HSMM corresponds to a phoneme-sized speech unit.
The number of training utterances was varied as
follows: 100, 200, 300, 400, 500, 1000, 1500, 2804
2500.

Phoneme level:

e S1:{preceding, current, succeeding} phonetic type

e S2: {preceding, current, succeeding} part of
syllable structure

Syllable level:

» S3:{preceding, current, succeeding} tone type

*  S4: Number of phonemes in {preceding, current
succeeding} syllable

e S5: Current phoneme position in current syllable

e S6: {preceding, current, succeeding} codeword of
initial FO of syllable

e S7: {preceding, current, succeeding} codeword of
syllable duration

e S8: {preceding, current, succeeding} codeword of
syllable slope

» S9: {preceding, current, succeeding} codeword of
amplitude of tone command

Word level:

Evaluation of tone correctness. we present how the
correctness of the synthesized tone is improvedsinyg
the constructed contextual factors and four diffeteee-
o based context clustering styles. Fig. 7 shows ameie
e S10: Current syllable position in current word of FO contours of the natural speech and the sgizibe
* Sll:Partof speech of current word speech with different clustering styles. The fifst-

succeeding} word Figure 7a is of the single tree context clustesiinout
Phrase level: o tone questions, however this syllable contour is
e S13: Current word position in current phrase misshaped.
e S14: Number of syllables in {preceding, current,

succeeding} phrase 250

' ' ‘ @ |
 S15: Codeword of baseline value of FO 20 [\“““‘ﬁ {\Jl m /—\\
150 500 SﬁD SQD 56‘0 58‘0 660 650 G4l

e S16: Codeword of amplitude of phrase command

250 T T T 7

« Utterance level: . ,"\_‘ N
» S17: Current phrase position in current sentence 1suj ’\\-JJ—] . . ‘ .

560 580 600 620 fid

« S18: Number of syllables in current sentence o f—————

. ‘ =
e S19: Number of words in current sentence 200 M m M :
150~ . A . ‘[\\T/;

500 520 540 0 550 500 ;
RESULTS 0

0

0

Frequency (Hz)

0

5
D1 [T M~
Experiments for speaker-dependent HMM-based B 510 540 560 580 0 5] 640
speech synthesis system: =0 © |
Speech database and training condition: A Thai 2““"'{ M h M"L
speech database named TSynC-1 from NECYE@s BT 5w w0 sa S0 60 a0 6
used for training HMMs. The speech in the database Frame number

was uttered by a professional female speaker élwc _  _ .
articulation and standard Thai accent. The phonemEig- 72 FO contours of synthesized speech from 4

labels included in TSynC-1 and the utterance sirect different clustering styles; (a) single tree
from ORCHID text database were used to construet th without tone type questions, (b) single tree with
context dependent labels with 79 different phonemes tone type questions, (c) tone-separated tree
including silence and pause in the case of tone- without tone type questions, (d) tone-separated
independent phonemes and 246 different phonemes tree with tone type questions and (e) FO contour
including silence and pause. of natural speech
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501 adaptation data were from 35 training utterances

451 —+—@ selected from the local set of the male target
40 =) speaker
EEh :E;; * Female-model scenario: The average-voice model
f’g“ 301 was trained using 840 female speech utterances;
g 291 i.e., 35 sentences for each speaker from the 24
& 207 female speakers of the LOTUS speech data. The
13 adaptation data were from 35 training utterances
5 M selected
¢ 100 200 300 400 500 1000 1500 2000 2500 Comparison of tone intelligibility was conducted
No. of training utterances for male- and female-model scenarios in the subvect

evaluations. The synthetic speech of a speaker-
Fig. 8: Tone error percentages of synthesized $peecjependent system with 1,500 training utterances is
from 4 different clustering styles; (a) single tree evaluated for comparison. Both the average voiak an
without tone type questions, (b) single tree withthe adapted voice were used in both evaluations. An
tone type questions, (c) tone-separated tre@bjective evaluation by using RMS logarithmic Féoer
without tone type questions and (d) tone-was done in parallel. MLLR-based speaker
separated tree with tone type questions adaptatioR® was used to generate the adapted voice.
The entries for “male” and “female” correspond to
As a result, most listeners perceive it with wrdoge.  male- and female-model scenarios in the following
Meanwhile Fig. 7b-d are of the other styles andythe results. The entries for “avg.” and “adt.” corresgdo
show the improvement of the FO contour shapeaverage-voice speech and adapted-voice speech. The
conforming to that of the natural speech as depiote entry for “sd.” corresponds to the speech generated
Fig. 7e. We investigated 2,289 syllables from 100from the speaker-dependent model. The entriestidy “
synthesized speech utterances to evaluate tongl+pi” and “bl+pi+tg” correspond to baseline traig,
correctness of our system. The tone error percestagbaseline training with phrase-intonation featuresl a

for all clustering styles are summarized in Fig. 8. baseline training with phrase-intonation featuresl a
tone-geometrical features. Since tone-geometrical

Experiments and discussons for  speaker-  features are minor components that are complementar

independent HM M -based speech synthesis system: to phrase-intonation features, the case of "bl"+htp

Speech database and training condition: A set of  peen ignored.
phonetically balanced sentences from the Thai-$peec
database called LOTUS from NECTE&was used to Tone intelligibility for male-speech and female-speech
train the HMMs. TSynC-1 was used for the adaptationmodels: The results show how the overall tone
of a female target speaker and also for a speakegorrectness of the average voice and adapézk is
dependent system. Another set of phonetically s@dn improved by embedding the tonal features into the
500 sentences of Thai-male speech was used for thgstem with different scenarios of speech modets fo
adaptation of a male target speaker. In LOTUS, dpee males and females. The percentage in tone @risr
was uttered by 24 female and 24 male speakers witthe measured value in this comparison. A subjective
clear articulation and a standard Thai accent. test was performed to calculate the tone-error
The average voice model was trained using 3ercentage in our implemented systems. The subjects
sentences for each speaker from the 24 female 4nd Rvere eight native Thai speakers. For each subject,
male speakers from the LOTUS speech data, i.e., théirteen sets of 100 tested sentences (i.e., 2,289
total number of training utterances was 1,680. Wesyllables), which were not contained in the tragnin
constructed two different speech scenarios to et@lu data, were presented. Twelve sets were generaied fr
the proposed approach: male and female models. Thale speaker-independent system conducted by varying
are defined as follows: the speech-model scenarios (male and female), the
kinds of voice (average and adapted) and the trgini
* Male-model scenario: The average-voice modelapproaches (“bl”, “bl+pi” and “bl+pi+tg”), while
was trained using 840 male speech utterances; i.eanother reference set was generated from the speake
35 sentences for each speaker from the 24 mal@dependent system. The subjects were asked to decide
speakers of the LOTUS speech data. Thavhether the syllables had tones corresponding with
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Llale adt
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| H
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Ilale avg.
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sd. [ B bi+pi o
ohl |
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=]

10 20 30 40 50
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. . Fig. 10: RMS logarithmic FO error in (cent) for 1@t
Fig. 9: Tone error. percentage of average voice and sentences of average voice and adapted voice
adapted voice for male and female speech for male and female speech models

models synthesized from different training synthesized from different training approaches
approaches

. are unavoidable when using the tone-separated tree
the given texts or not. The average tone-errokcontext clustering with small training data duethe
percentages with a 95% confidence interval foriimited data in each tone. However, it can be velit
different training styles are summarized in Fig. 9. when the number of training utterances is raiseer ov

500.
FO error analysis for male-speech and female-speech

models: an objective evaluation by using RMS Discussions for speaker-independent HM M -based
logarithmic FO error which is performed in parallth ~ speech synthesis system: From Fig. 9, it can be seen
the subjective evaluation is explained. Fig. 10veho that the proposed tonal features can reduce the-ton
the RMS logarithmic FO error between generatederror percentage using the baseline-training amroa
logarithmic FO and that extracted from a targetmore than the phrase-intonation features. As ferR

speaker’s real utterances for both scenarios. error analysis, the state duration of each moded wa
adjusted after Viterbi alignment with the targeffseaker
DISCUSSION real utterances to calculate the error. Since nedh@es

were observed in the unvoiced region, the RMS
Discussions for speaker-dependent HMM-based  logarithmic FO error was calculated in the regidmeve
speech synthesis system: From Fig. 8, the significant both the generated and real contours were voiaean F
reduction of the tone error percentage of the sgconFig. 10, comparing the average voice and the adapte
style comparing with the first style can be sedn. |voice, it is obvious that the RMSEs of the formee a
indicates that the tone type questions play a veryather larger than those of the latter. From badferand
important role in the generation of FO contour. Tiied ~ female-speech-model scenarios, the RMSEs of baselin
style can further reduce the error percentage,ewthié¢  training with phrase-intonation features (bl+pi)ear
last style gives the error percentage closed toahthe  smaller than those of baseline training (bl). it edso be
third one. In other words, the separation of tras h seen that the proposed tonal features (bl+pi+tgentiae
more effectiveness than using only simple tone typd-0 contour closer to the target speaker’s realozorihan
guestions. Considering the number of trainingthat of baseline training with phrase-intonatioatiees
utterances, the tone error percentage is decreastik  for both scenarios. These results confirm the
number of training utterances is increased. Itdeed improvements caused by using the proposed tonal
that some distortions of the generated syllabletibm  features.
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CONCLUSION 4.

An approach of HMM-based Thai speech synthesis
is presented in this study. First, the speaker-degpet
system was implemented with high tone intelligtili
when using a simple tone-separated tree context
clustering. Subsequently the speaker-independent
system was studied. A group of tonal features ohioly
phrase-intonation features and
features were proposed to be embedded in the
contextual factors for the context-clustering psscef
a speaker-independent HMM-based Thai speech
synthesis system to treat the problem of ton
neutralization. These features were extracted based
optimizing the parameters of the generative moddl a
extracting the geometrical parameters. Our objectiv
evaluation revealed that the proposed featuresdcoul
make the FO contour closer to the target speakeab
contour. The results from our subjective test also
revealed that the proposed tonal features couldawep

the tone intelligibility of all speech-model sceioarof 7.

male and female.

For the future direction, we focus on the study of
generating expressive speech. Moreover, applying ou
approach to other tonal languages is possible thémk
the independence of language in our FO modeling.

ACKNOWLEDGEMENT
The researcher is grateful to NECTEC. Without
LOTUS and TSynC-1 speech databases from NECTEC,

we could not achieve this study.

REFERENCES

9.

1. Chomphan, S. and T. Kobayashi, 2007. Design of
tree-based context clustering for an HMM-based
Thai speech synthesis system. Proceeding of the
6th ISCA Workshop on Speech Synthesis, Aug.

2007, ISCA, Bonn, Germany, pp: 160-165.10.

http://www.isca-speech.org/archive/ssw6/ssw6_160
.html

2. Chomphan, S. and T. Kobayashi, 2007.
Implementation and evaluation of an HMM-based
Thai speech synthesis system. Proceeding of the
8th Annual Conference of the International Speech

tone—geometrica? :

Hansakunbuntheung, C., A. Rugchatjaroen and
C. Wutiwiwatchai, 2005. Space reduction of speech
corpus based on quality perception for unit
selection speech synthesis. Proceeding of the
International Symposium on Natural Language
Processing,Dec. 2005, Bangkok, Thailand,
pp: 127-132,
http://www.hlt.nectec.or.th/publications.php
Chomphan, S. and T. Kobayashi, 2008. Tone
correctness improvement in speaker dependent
HMM-based Thai speech synthesis. Speech
Commun., 50: 392-404.
DOI:10.1016/j.specom.2007.12.002

Yamagishi, J., M. Tamura, T. Masuko, K. Tokuda
and T. Kobayashi, 2002. A context clustering
technique for average voice model in HMM-based
speech synthesis. Proceeding of the International
Conference on Spoken Language Processing, Sept.
2002, Colorado, USA., pp: 133-136.
http://www.isca-speech.org/archive/icslp_2002/i02
_0133.html

Anastasakos, T., J. McDonough, R. Schwartz and
J. Makhoul, 1996. A compact model for speaker
adaptive training. Proceeding of the International
Conference on Spoken Language Processing,
Oct. 1996, Philadelphia, USA., pp: 1137-1140.
DOI: 10.1109/ICSLP.1996.607807

Yamagishi, J., T. Masuko, K. Tokuda and T. Kobayash
2003. A training method for average voice model
based on shared decision tree context clustering
and speaker adaptive training. Proceeding of the
IEEE International Conference on Acoustics,
Speech and Signal Processing, Apr. 2088ng
Kong, : 716-719. DOl:
10.1109/ICASSP.2003.1198881

Chomphan, S. and T. Kobayashi, 2009. Tone
correctness improvement in speaker-independent
average-voice-based Thai speech synthesis. Speech
Commun., 51: 330-343.
DOI:10.1016/j.specom.2008.10.003

Thathong, U., S. Jitapunkul and V. Ahkuputra,
2000. Classification of Thai consonants naming
using Thai tone. Proceeding of the International
Conference on Spoken Language Processing,
Oct. 2000, Beijing, China, pp: 47-50.
http://www.isca-speech.org/archive/icslp_2000/i00
3047.html

Communication Association, Aug. 2007, Antwerp, 11. ‘Wutiwiwatchai, C. and S. Furui, 2007. Thai spee

Belgium, pp: 2849-2852. http://www.isca-
speech.org/archive/interspeeeh07/i07_2849.html
3. Saravari, C. and S. Imai, 1983. A demisyllable

approach to speech synthesis of Thai, a tonal2.

language. J. Acoust. Soc. Jap., 4: 97-106.
http://ci.nii.ac.jp/naid/110003105666/en

913

processing technology: A review.
Commun., 49: 8-27.
10.1016/j.specom.2006.10.004
Palmer, A., 1969. Thai tone variants and the
language teacher. Language Learn., 19: 287-299.
DOI: 10.1111/j.1467-1770.1969.tb00469.x

Speech
DOI:



J. Computer <ci., 5 (12): 905-914, 2009

13. Abramson, A.S., 1979. Lexical tone and semenc24. Fujisaki, H. and S. Ohno, 1998. The use of

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

prosody in Thai. Proceeding of the International
Congress of Phonetics Science, Aug. 1979,
Copenhagen, Denmark,. pp: 380-387.

Gandour, J.T., S. Potisuk and S. DechongkR419

Tonal coarticulation in Thai. J. Phonet., 22: 4B2-4 25.

Tokuda, K., T. Masuko, N. Miyazaki and T. Kobayashi
1999. Hidden Makov models based on multi-space
probability distribution for pitch pattern modeling

Proceeding of the IEEE International Conference2s.

on Acoustics, Speech and Signal Processing, Mar.
1999, Phoenix, USA., pp: 229-232. DOI:

10.1109/ICASSP.1999.758104

Levinson, S.E., 1986. Continuously variable
duration hidden Markov models for automatic
speech recognition. Comput. Speech Language,
1: 29-45. DOI: 10.1016/S0885-2308(86)80009-2

Shinoda, K. and T. Watanabe, 2000. MDL-base@7.

context dependent subword modeling for speech
recognition. J. Acous. Soc. Jap., 21: 79-86. DOI:
10.1250/ast.21.79

Yoshimura, T., K. Tokuda, T. Masuko, T. Kobayashi

and T. Kitamura, 1998. Duration modeling for

HMM-based speech synthesis. Proceeding of the

International Conference on Spoken Language2s.

Processing, Dec. 1998ydney, Australia, pp: 29-32.
http://www.shlrc.mq.edu.au/proceedings/icsIp98/P
DF/AUTHOR/SL980939.PDF

Imai, S., K. Sumita and C. Furuichi, 1983. Me§
Spectrum Approximation (MLSA) filter for speech
synthesis. IECE Trans. Fundam., J66-A: 122-129.

(In Japanese). DOI :10.1002/ecja.4400660203 29,

Iwasaki, S. and I.H. Horie 2005. A Reference
Grammar of Thai. Cambridge University Press,
Cambridge, ISBN: 0521650852, pp: 392.

Fujisaki, H. and H. Sudo, 1971. A model for the
generation of fundamental frequency contours of
Japanese word accent. J. Acoust. Soc. Jap., 574525
http://ci.nii.ac.jp/naid/110003107854/en

Fujisaki, H. and K. Hirose, 1984. Analysis ofce
fundamental frequency contours for decorative
sentence of Japanese. J. Acoust. Soc. Jap., BL4133-
Fujisaki, H., K. Hirose, P. Halle and H. Lef9D.
Analysis and modeling of tonal features in
polysyllabic words and sentences of the standard
Chinese. Proceeding of the International
Conference on Spoken Language Processing,
Nov. 1990, Kobe, Japan, pp: 841-844.
http://www.citeulike.org/user/gpk/article/2946374

914

generative model of FO contours for multilingual
speech synthesis. Proceeding of the International
Conference on Spoken Language Processing,
Dec. 1998, Sydney, Australia, pp: 714-717.

Riley, M.,1989. Statistical tree-based modelaig
phonetic segment durations, J. Acoust. Soc. Am.
85, pp: S44-S44, May 1989 DOL:
10.1121/1.2026979

Zen, H., K. Tokuda, T. Masuko, T. Kobayashi and
T. Kitamura, 2004. Hidden semi-Markov model
based speech synthesis. Proceeding of the
International Conference on Spoken Language
Processing, Oct. 2004, Jeju Island, Korea
pp: 1393-1396.
http://www.isca-speech.org/archive/interspeech_20
04/i04_1393.html

Russell, M.J. and R.K. Moore, 1985. Explicit
modeling of state occupancy in hidden Markov
models for automatic speech recognition.
Proceeding of the IEEE International Conference
on Acoustics, Speech and Signal Processing,
Mar. 1985, Tampa, USA., pp: 5-8. DOL:
10.1109/ICASSP.1985.1168477

Kasuriya, S., V. Sornlertlamvanich, P. Cotsamy;o

S. Kanokphara and N. Thatphithakkul, 2003. Thai
speech corpus for Thai speech recognition.
Proceeding of the Joint International Conference of
SNLP-Oriental June, 2003, Singapore, pp: 54-61.
http://www.hlt.nectec.or.th/speech/download/softw
are/view/cocosda2003.pdf

Yamagishi, J., T. Masuko and T. Kobayashi, 2004
MLLR adaptation for hidden semi-Markov model
based speech synthesis. Proceeding of the
International Conference on Spoken Language
Processing, Oct. 2004, Jeju Island, Korea
pp: 1213-1216.
http://www.isca-speech.org/archive/interspeech_20
04/i04_1213.html



