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Abstract: Problem statement: In only a few years, Multi-Protocol Label SwitchifMPLS) has
evolved from an exotic technology to a mainstreani used by service providers to create revenue-
generating services. MPLS provides a high relidldbel Switched Path (LSP). MPLS failures may
degrade the reliability of the MPLS network&pproach: For that reason, many studies have been
conducted to keep the high reliability and surviligbof the MPLS networks. Unlike User Datagram
Protocol (UDP), Transmission Control Protocol daes perform well in case of like-failure of MPLS
networks because of its inability to distinguistchet loss due to link-failure. After the recoveimne,
TCP takes longer time than UDP to continue as & kaefore the failureResults: In terms of packet loss,
TCP performs better than UDP. However, the recgivate of the TCP traffic is much worse than UDP
traffic. A need for a mechanism to improve thesxébr of TCP after a link failure is needed. Thisdy
focused on comparing the behavior of different $/pEP as well as UDP traffic over MPLS networks in
case of link, node or congestion failur€snclusion: Although extensions of RSVP-TE protocol support
fast recovery mechanism of MPLS networks, the biginaf TCP will be affected during recovery time
much more than with UDP.
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INTRODUCTION RSVP was invented before MPLS came into being
and was originally devised as a scheme to create
As needs for the speed and quality of service grovbandwidth reservations for individual traffic flows

to carry more traffic, it is essential to maintairhigh  networks. RSVP includes mechanisms for reserving
level of performance and efficiency. Traffic bandwidth along each hop of a network for an end-to
engineering is the process of optimization of theend session. In context of MPLS, RSVP has been
network to maximize performance and efficiency.extended to allow it to be used for creation and
MPLS is a tool for network traffic engineering and maintenance of LSPs [RFC3209]. However, links
hence becoming the technology of choice for internefailure or LSR failure always incurs performance
backbone. An MPLS network consists of two domainsdegradation and packet loss in connection passing
known as a Label Edge Routers (LERs) domain anthrough the link or LSR to. A fast recovery meclsami
Label Switching Routers (LSRs). A mish unidirecibn is needed to support a high quality of service and
tunnels, known as Label Switched Paths (LSPs)iis bu keep the reliability of the MPLS networks which is
between the LERs and LSRs in order that a packetonsidered as one of the most important featurebeof
entering the network at the ingress LER can beMPLS™. Based on the recovery location, there two
transported to appropriate egress LER. Forwardingypes of recovery, global and local protection. l§alo
mechanism of the packets in the MPLS is carrieédbas protection is accomplished by setting up an alterna
on fixed size labels, the path that packets travéss path that can be used in case of failure of thekingr
pre-established according to required constraifite  path or any LSR in the working path. Local protesti
path the packet traverses is called Label Switcth Pais accomplished by setting up protection path adoun
(LSP). Regarding to the label distribution there awo  the failed link or node.

protocols wused for this propose called Label In general, on Wide Area Networks (WANSs), UDP
Distribution Path (LDP) and Resource Reservatiorhas likely been used for real-time applicationghsas
Protocol (RSVP). video and audio. UDP supplies minimized transmissio
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delay by omitting the connection setup processy flo
control and retransmission. Meanwhile, more than 80
percent of the WAN resources are occupied by —(%]—> e b i
Transmission Control Protocol (TCP) traffic. As

opposed to UDP's simplicity, TCP adopts a unigoe/fl

control mechanism with sliding windows. Hence, therig. 1: MPLS label stacking
Quality of Service (QoS) of real-time applicatiarsng

UDP is affected by TCP traffic and its flow control 1 Segment
mechanism whenever TCP and UDP share the same
network resourcéd,

Many researches have been conducted for improve

. . h 2Segments
the protection mechanisms of MPLS networks using a
UDP traffid®*. However, study the behavior of TCP
and UDP traffic over MPLS networks in case of feglu

is an essential issue for fast failure detection an

recovery. In this study we focused on comparing the 4 Segnents
behavior of TCP and UDP traffic over MPLS in ca$e o

any failure and what are the parameters that effert

recovery time. The label distribution path usedhis ,

study is RSVP that is defined §n RSVP-TE Time

extensions are used to establish the backup labils
path LSP tunnels for local repair of LSP tunnelsede

mechanisms enable _the re—directio_n. of traffic. onto  Even though TCP and UDP use the same network
backup LSP_tung]eIs in 10 sec of milliseconds, i@ th |ayer (1P), TCP provides a totally different semvito
event of a failuré”. Two methods are defined in these the application layer than UDP does. TCP provides a
extensions one-to-one and facility backup. We atbpt connection-oriented, reliable, byte stream servideP
the facility backup in this paper. MPLS supportsela  relies on acknowledgments from the receiver to iconf
stacking which is the encapsulation of an MPLS paick correct delivery of data. The flow control implenteth
inside another MPLS packet that is, adding an MPLSn TCP prevents an overflow at the receiver by &idgp
header on top of an existing MPLS header as in Eig. the advertised window dynamically to the receiver
The result of stacking is the ability to tunnel dMPLS  buffer space. However, this flow control does nope
LSP inside another LSP. with the buffer overflows in the intermediate netiwo
Instead of creating a separate LSP for everyiodes. To deal with network congestion, congestion
backed-up LSP, a single LSP is created that sdoves control mechanisms have been implemented in TCP. In
back up a set of LSPs (LSP tunnel a bypass turifiety. TCP, thg sender starts the transmission with atmlini.
bypass tunnel must intersect the path of the wgrkin congestion window of one segment, the congestion

LSP(s) somewhere downstream of the point of localVindow can be initialized to two or four segments.
repair PLR. The two paths are composed of th&nce t_he sender receives t_he acknowledgement of_the
transmitting path that carries TCP packets and thdansmitted segment, it increases the congestion
receiving path that carries the ACK packets. The\’v”lldowI zy one se?merz]nt. As th_e gender receives
transmitting path also carries the UDP packetsaisec %%rgg\gees ?hrge(r:](giggstictnewiggg\?vmll)t;[/eonesesgen;riigﬁi fcl>tr
gI:ctJrl:r);j itr:a;frf/'w\c/)vriingss;m,egottr??rgevgrg?gm?tér?g;ureeach acknovyledgement. received. T_hls procegjure
receiving paths are switched to the backup patth Pacont!nues untl a loss 'S (_jetec_ted, either by _enpl

. ; . duplicate or a retransmission timeout, or until the
switching for both the working and the backup paths \\inqow size reaches a threshold called slow-start
the responsibility of the path label-switching ®ut 4eshold (Fig. 2).

state upstream, when an LSR detects a failur&ntls there are four possibilities that the TCP packeAGK

a notification message to the PSL. When the PSlpacket can pass or drop based on the failure timing
receives the notification message, it switchestrifuiic As shown in Fig. 3 and Fig. 4, the failure occdrre

from the working path to the backup path. The recpv  when the packet has been left the sender anait the
time is effected by the detection time, notificatibme  path to the receiver. In Fig. 3 the packet will pand
and the switching (failover) time. reach the destination successfully.
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In Fig. 4 the packet will be dropped on the wogkin Fig- 6: The ACK drop

path beca_use the protection has not begn Compl?telqetwork and the lost segment is retransmitted. Beza
However, N some recovery mechanisms like H_askln f the TCP flow control and congestion control, TCP
model, this packet .W'" be reversed back to INAreS$eeds some time to reach the steady-state in dase o
router and forward it to the backup path. The sendegjjre although the recovery time in MPLS is very

will not receive the related ACK for this packetamill short. And this degrades the receiving rate in the
retransmit the packet again after the timeout timeggceiver side.
finish. Unlike TCP, UDP is a connectionless, unreliable.

The other two possibilities are when the receiverall UDP provides is a mechanism for the application
send ACK packet to the sender. If the ACK pass thgend a short message to a given destination. Haweve
failure location, it will reach to the sender dastrated in case of UDP, the sender will not stop sending th
in Fig. 5. Otherwise the ACK will drop as in Fig. 6 packets in case of failure. And it will continuending
Once a segment loss occurs, the behavior of TCEhe packet causing a packet loss much more thease
depends on how this loss is detected by a tripl®f TCP.
duplicate or a timeout.

When the timer expires before receiving an MATERIALSAND METHODS
acknowledgment, TCP interprets this phenomenon as a 7 .
severe congestion in the network. The network is NSZ{.] was_employed as the experimental platform

: . in our simulation. The RSVP-TE was used as label
overloaded and the transmitted segments are |bgthw

N o istribution. The  topology used in our simulatio
implies retransmission of the segments and a brut ig. 7) is a typical one for MPLS networks and has
reduction of the congestion window. The earliestb :

) . een used in a number of studies. All the nodebeén
unacknowl_e_dged segment |s_then _retransmltted. _ topology are LSR. The thick lines are 20 Mbps drel t
In addition, the congestion window CWND is set thin jines are 10 Mbps. The source node is nodad) a
to the value of the so-called Loss Window (LW), @i the destination node is node 12. The working pair i
in general equals to its initial value. . 2-5-10-12. A link failure has been assumed between
When a loss is detected by triple duplicate ACK,node 2 and node 5 at time t = 10. Traffic flowsiheg
TCP interprets this phenomenon as congestitimei  transmit at time t = 2 and stop at t = 20.
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To compare and study the performance of the TCIig. 8: Packet Losses in different transmissioa rat
and UDP traffic over MPLS networks in case of feglu

we run the simulation once with TCP traffic and the N e
other time with UDP traffic. For each traffic, werrthe 3o .
simulation with different transmission rate. Z a5t _
At time t = 0 node O sent an RSVP path message =, | ]
downstream along the working path 0-2-5-10-12. Path £ ~ [ | 1|I
messages follow the exact paths of application,data 2 15[ .
creating path states in the routers along the ways Z 10k J
enabling routers to learn the previous hop and-hept sk |
node for the session. After the failure occurredirat ';} o

10, a Path error messages was sent to the serater th > 4 6 8 10 12 14 16 18 20
issued the Path message node 0. As a result,affie tr

rerouted to backup path. Time (sec)
Fig. 9: UDP receiving rate
RESULTS
I TCP ——

UDP traffic has been used in the first scenario of 3.0 1
the simulation. The source node O started sendigag t 7 25 | J ‘J 'H i \ \
packets at time 2. At time 10 a failure occurred tre § Py ) |1 ‘\ ﬂ ’M ||| MW\ {(‘N\IIH\NIII mm MW &’L
source node did not stop sending the packets after = 2.0[ |UUU'U'.JJU I\ | 1
detecting the failure. This is because the UDPds n Z st W 1 4
reliable so it will not wait for the acknowledgmerf 3 ‘ {
the packets that have been received. Whereas in TCP £ 10T | | i
when the failure, the source node will stop sendirey 0.5F | | .
packets to wait for the received packets ol o o ¥
acknowledgments. 2 4 6 8 10 12 14 16 18 20

Figure 8 shows the number of lost packets in case Time (sec)
of TCP and UDP traffics with different transmission
rate. Fig. 10: TCP receiving rate

The number of packet losses is increase with the ; ber UDP ket lost. Th .
increasing of the transmission rate of the UDPfitraf reroute, number UL packels were lost. There 1S no
However, the number of packet losses in TCP ichange in the receiving rate performance before the

' Sailure and after the recovery. This is becausdhef

constant although the transmission rate increases. continuity of sending packets during the transroissi
Figure 9 shows the receiving rate at node 12 fokime and need lack of the acknowledgment.
UDP traffic. At time 10 sec, we can note the dréthe Figure 10 shows the receiving rate at the receiver

receiving rate due to the link failure. During theriod  side (node 12). The failure has a noticeably efféthe
of the failure detection, failure notificationa traffic ~ TCP receiving rate during the recovery time aiter
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T size as it was before the failure although, théufai
restoration take few milliseconds. The increment
percentage of transmitted packet with failure inPTC
K comparing with when no failure is caused by the TCP
I retransmission mechanism. MPLS network may carry a
huge number of LSPs and a single failure in the
network may cause all the TCP traffic sources to
retransmit a huge number of packets causing a
congestion and consumption of network resources.A
need for a mechanism for the TCP to distinguish the
packet loss due to the link failure and resume isgnd
the data packets with same parameters of the window
size and start slow threshold is needed to avoid th
degradation of the performance of TCP after thieirfai
restoration stage.
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Fig. 11: Receiving Rate for both UDP and TCP

. i , CONCLUSION
the recovery time. During the period needed to alete

notify and recover the failure, the receiving rate . . . L
degraded to O Mbps. This is because the TCP source >imulation results show that the high reliability
has stopped sending the packets waiting for thMPLS networks can surV|vab|_I|ty may degrade because
acknowledgments coming from the receiver while the®f only one link or node failure in the network. In
ACKs packets also affected by the failure. Aftee th addition, after repairing the failure, more network
recovery time, TCP multiplicatively decreased itsresources are consume because of the retransmission
congestion window size and needed sometime torreturmechanism of the TCP which is represent more than
back to the previous congestion window size. As thé0% of the internet traffic. A good MPLS network
traffic reroute to the backup path, TCP receiviater design may avoid the sudden changes of the trafifie
suddenly has been affected by the parameters of tibe process of recovery. UDP traffic has not affdct
backup path. Figure 11 shows the differences betweemuch by the failure but, the number of lost packets
TCP and UDP traffic performance before, during andincreased by the increasing the transmission rate.
after the recovery time. However, TCP traffic has a constant packet lossniy

Also we compare the number of packets sent witalue of the transmission rate. TCP performs beétizn
and without failure for both TCP and UDP during theUDP in terms of the number of packet loss. UDP
same simulation time. Simulation results show that  performs better than TCP in terms of consumption of
number of TC_P packet sent Wlthput failure were 4162 etwork resources.
This number increased to 4404 in case of failufee T Our future research is to study the behavior of
percentage of the retransmitted packets is 5.81%ierent TCP traffic in MPLS networks.
Unlike TCP, UDP traffic source is remained with the
same number of sent packets (21429) in case ofréail
as well as without the failure during the same
simulation time. 1
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