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Abstract: This study introduces a three-level hierarchical production planning and scheduling approach developed and implemented in a resin factory. Our approach proposes at the first level a mixed-integer linear programming for solving the aggregate planning model. At the second level, a weighted-integer goal-programming model is developed to disaggregate the developed aggregate plans. A sequencing algorithm is developed for the third level that tends to minimize the total weighted tardiness. Real industrial data is used to test and validate the proposed models.
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INTRODUCTION

This study presents a planning and scheduling approach developed by the authors for a multiple products single machine production system based on a resin manufacturing company. Our formulation of the planning and scheduling approach reflects the basic characteristics, which will be addressed by this study when we provide our detailed formulation. A study of the literature on frameworks for planning and scheduling reveals that basically there are two approaches available to solve production planning and scheduling problems. A monolithic approach that determines planning and scheduling decisions in a single level for the entire planning horizon, making it extremely hard to obtain optimal solutions for industrial planning problems. While the HPP approach recognizes the hierarchy nature of the process and considers the interaction between the strategic and tactical level decisions, Hax and Meal [1], Hax and Golovin [2], Bitran et al. [3] are the major pioneers in the development of the HPP models. In these contributions, the hierarchical structure consists of decision making at three levels. The decision is made at the aggregate-type level, then these decisions are disaggregated into families and family decisions are disaggregated further into items. Industrial applications of HPP are also reported by number of researchers, Oliff and Burch [4], Leong et al. [5], Venkataraman and Smith [6] and most recently Qiu and Burch [7], Das et al. [8] and Omar et al. [9]. There is a large body of literature from the early 1950s dealing with sequencing and scheduling issues. As for jobs sequencing scheduling, the problem of minimizing the total weighted tardiness is strongly NP-hard which is proved by Lawler [10] and Lenstra et al. [11]. Potts and Van Wassenhove [12] gave a branch and bound algorithm for this problem whereas Schrage and Baker [13] gave a dynamic programming algorithm to solve this problem. Lawler [14] also gave an algorithm that solves the problem of maximum weighted tardiness. Our goal is to build upon previous research and develop a framework that can answer our research questions. We consider a single machine problem with multiple products and periods in the presence of setups whenever production is changed from one production family to another. We propose a HPP structure that consists of three levels. The proposed HPP integrate Aggregate Production planning (APP) model, Disaggregate Production planning (DPP) model and Job Sequencing Model (JSM). Hereafter, we introduce next the research environment, followed by the mathematical model formulation, model validation and conclusions.

Research Environment: This study deals with a planning and scheduling problem, arising in the process industry. The plant of interest produces a variety of resin products, which are ultimately used for the paint manufacturing industry. The company produces over 100 finished products. These products are divided into twenty families, 10 products for Family 1-5 respectively, 8 products for Family 6-10 respectively and 1 product for Family 11-20 respectively. The plant operates with two production lines. Products compatibility criteria is observed and considered as a planning constraint since changing from one product family to another involves significant cleaning time and setup costs. Therefore management practices product families dedication in which one line is dedicated to Family 1-3 and the second production line dedicated to Family 4-20. Working capacity is 1048 tons and
495 tons per month for line one and line two respectively. These estimates are based on bottleneck known as filling equipment. Production department operates on three shifts, 7 days a week. The monthly available maximum storage capacity is about 2480 tons. Workforce involved on the production is very limited due the characteristics of the manufacturing environment, each shift requires 9 persons to run the plant and therefore, workforce stability exists and the company does not practice workforce variations policies. The management adopts chase demand strategy and strives to avoid inventory of finished products. Likewise, stiff competition limits the firm’s ability to adjust delivery dates for confirmed orders. This situation leads to a very high level of plant utilization giving the production manager no alternative but to allow backordering of unfulfilled demands. Thus, the production planning and scheduling problem can be stated as follows: Which products to make in which line in production period. Constraint (9) ensures that the binary variable for the setup for each product family at each production line. Constraint (7) is the sum of production cost, setup cost, inventory cost and workforce cost. Constraint (2) is the basic inventory identity relationship for each product family, which calls for the demand to be fulfilled by the production or inventory for each period at each production line. Constraint (3) is to ensure that the total inventory does not exceed the storage capacity available for each period at each production line. Constraint (4) ensures that total production for each period does not exceed the production line capacity. Constraints (5) and (6) ensures that the production for each period should not exceed the maximum batch size and is greater than the minimum batch size for each product family at each production line. Constraint (7) is the binary variable for the setup for each product family in that period. Constraint (8) is the regular workforce level in that period. Constraint (9) ensures that the regular workforce capacity for each period is sufficient for production and setup activities. Constraint (10) represents the non-negativity constraints.

**Equation (1)** is the objective function which minimizes the sum of production cost, setup cost, inventory cost and workforce cost. Constraint (2) is the basic inventory identity relationship for each product family, which calls for the demand to be fulfilled by the production or inventory for each period at each production line. Constraint (3) is to ensure that the total inventory does not exceed the storage capacity available for each period at each production line. Constraint (4) ensures that total production for each period does not exceed the production line capacity. Constraints (5) and (6) ensures that the production for each period should not exceed the maximum batch size and is greater than the minimum batch size for each product family at each production line. Constraint (7) is the binary variable for the setup for each product family in that period. Constraint (8) is the regular workforce level in that period. Constraint (9) ensures that the regular workforce capacity for each period is sufficient for production and setup activities. Constraint (10) represents the non-negativity constraints.
DISAGGREGATE PLANNING

Inputs from Aggregate Planning Model:
- $P_{itl} = $ Desired production level of product family $i$ during period $t$ in production line $l$.
- $I_{itl} = $ Desired inventory level of family $i$ at the end of period $t$ in production line $l$.
- $W_{il} = $ Desired regular workforce level in period $t$ in production line $l$.

Decision Variables
- $P_{itl} = $ Number of units of item $k$ of product family $i$ in production line $l$ to be produced in period $t$.
- $I_{itl} = $ Number of units of inventory of item $k$ of product family $i$ in production line $l$ at the end of period $t$.
- $B_{itl} = $ Backorder level of item $k$ of product family $i$ in production line $l$ at the end of period $t$.
- $\phi_{itl} = $ Binary setup variable for item $k$ in production line $l$.
- $d_{itl}^* = $ Over production of product family $i$ in production line $l$ in period $t$.
- $d_{itl}^- = $ Under production of product family $i$ in production line $l$ in period $t$.
- $d_{itl}^{\phi} = $ Over achievement of the desired aggregate inventory level of product family $i$ in period $t$.
- $d_{itl}^{-\phi} = $ Under achievement of the desired aggregate inventory level of product family $i$ in period $t$.
- $d_{itl}^{\tau} = $ Under-time used in period $t$ in production line $l$.

Parameters
- $N = $ Total number of product family.
- $H = $ Length of planning horizon.
- $K = $ Total number of items.
- $q_{itl} = $ Backorder cost for item $k$ in family $i$ in period $t$.
- $(SC)_{it} = $ Maximum storage capacity in period $t$ in production line $l$.
- $Q_{itl} = $ Capacity available for production line $l$ in period $t$.
- $P_{itl}^{\text{max}} = $ Maximum batch size for item $k$ of product family $i$ in production line $l$.
- $P_{itl}^{\text{min}} = $ Minimum batch size for item $k$ of product family $i$ in production line $l$.
- $a_{itl} = $ Unit process time required to produce one unit of item $k$ of family $i$ in production line $l$.
- $D_{itl} = $ Forecast demand for item $k$ of product family $i$ for production line $l$ in period $t$.
- $c_1, c_2, c_3 = $ Weight assigned (as penalty cost) to each unit of $d_{itl}^*, d_{itl}^-$ and $d_{itl}^{\tau}$ respectively.

Equation (11) gives the objective function that aims to minimize the sum of the backordering costs, penalty costs of over production, under achievement of inventory levels and under utilization of regular time. The relative cost penalties are addressed by assigning weights $c_1, c_2, c_3$ at each respective goal. Equations (12), (13) and (14) gives the goal constraints representing aggregate production target level, aggregate inventory level and aggregate workforce target level. Equations (15), (16) and (17) defines system constraints and present material balance, storage limitations and capacity limitations. Equations (18) and (19) ensures that that the production for each period should not exceed the maximum batch size and is greater than the minimum batch size for each product item. Equation (20) enforces the binary variable for the setup for each production item in each period. Equation (21) represents the non-negativity constraint.

SHOP FLOOR SCHEDULING

Once the disaggregate plans are developed at the second level and monthly optimal decisions are obtained that include end items production level, inventory levels and backorders levels, the next step is to provide a mean to sequence these optimal quantities. Prior to development of the job-sequencing schedule, end items are converted into set of batches. Hence, the sequencing problem would be defined as: given a set of optimal batches that needed to be sequenced on a single machine. Having two independent production lines and
assuming that there is no idle time inserted jobs are processed without pre-emption on a continuously available machine, which can handle only one job at a time. An algorithm to generate near optimal sequence has been developed with the objective to minimize total weighted tardiness. First the notations are introduced and then the algorithm in pseudo-code is presented in Fig. 1.

```
Begin
Select the number of jobs available: Jn
Read d, p,
Select d_\text{i} = max\{p_\text{j}, d_\text{j}\}, 1 \leq j \leq n.
Set P := \sum_{i=1}^{n} p_i
Generate K_\text{i} = w_\text{i} \times \max\{0, P - d_\text{i}\}
Pick J_\text{j} \in J_n \text{ such that } K_\text{j} \text{ is minimum.}
Select J_\text{n} \text{ as the last job.}
Set \text{ } P := P - p_\text{n}
Generate K_\text{n} \text{ and pick the second last job:}
\text{ } J_\text{j} \in J_{n-1} \text{ where } K_\text{j} \text{ is minimum.}
Repeat these steps until all the jobs are sequenced.
Compute total weighted tardiness:
\[ \sum_{i=1}^{n} w_i T'_i \]
End.
```

![Fig. 1: Sequencing Algorithm in Pseudo-Code](image)

The sequence that the third model developed as results of the input from the second level model for a normal distributed demand is presented next, while Fig. 1 shows the Gantt chart for the job sequencing for line 1.

### Notation

- d'_i: Modified due date of job i
- d_i: Due date of job i
- p_i: Processing time of job i
- w_i: Tardiness penalty of job i
- J_i: Job i
- T'_i = \max\{0, C_i - d'_i\} = Tardiness value of job J_i.
- C_i = Completion time of job i. If the current job i processed in the sequence comes from a different family from the preceding job i-1, then C_i = C_{i-1} + p_i + 1 since 24 hours (1 day) is needed for the setup time.

### MODEL VALIDATION AND RESULTS

Although developing the proposed hierarchy model using the firm’s historical data (demand) has been tested and the results suggest that our proposed model provides superior results in terms of operation costs, in this section we introduce our validation methodology. The validation revolves around the question which states: how the developed model will react to uncertainty that is deep rotted in the demand which is the most crucial input? To answer this question, a methodology developed which consists of first examining the firm’s past sales and determining every individual product statistical summary, using the products mean(s) and standard deviation(s) and MS Excel random generation function, six-demand distribution were created. The different demand distribution possibilities investigated: (i) A normal distribution; (ii) A normal distribution skewed to the left; (iii) A normal distribution skewed to the right; (iv) A uniform distribution; (v) A uniform distribution skewed to the left and (vi) A uniform distribution skewed to the right. The mathematical model for the first two levels were written in OPL studio version 3.6 based on [15] and CPLEX solver version 8.0, is used to solve both the first and second level model. The third level algorithm was written in Visual Basic 6.0 programming language. All models were executed using Pentium IV, 128MB RAM.

For 6 months planning horizon, optimal results obtained for the aggregate plans for all 100 products consists of 772 decisions variables and 428 constrains and it took about 6.42 seconds to generate global optimal solution. Table 1 shows the results for family 11. For 3 months planning horizon, optimal results obtained for the disaggregate plans for all 100 products consists of 2486 decisions variables and 1238 constrains and it took about 11.53 seconds to generate global optimal solution. Table 2 shows the results for end item 57. The sequence that the third model developed as results of the input from the second level model for a normal distributed demand is presented next, while Fig. 1 shows the Gantt chart for the job sequencing for line 1.

![Fig. 2: Gantt Chart for Normal Distribution Line 1](image)

### CONCLUSION

We have presented a hierarchical framework approach for a multi-products multi-periods batch chemical environment production planning and scheduling problem. The proposed model integrates and coordinates planning and scheduling decisions on three managerial levels. Aggregate planning was formulated as a mixed integer linear programming model in order to handle situations with setup cost and non-zero setup time. The disaggregation of the first level was achieved by using a weighted integer goal programming approach to ensure that optimal solution at the first level are attained at the second level in terms of optimality. An algorithm was adopted at the third level that minimizes total weighted tardiness. The
Table 1: Optimal Solution for Family 11 for a Demand Generated from Normal Distribution

<table>
<thead>
<tr>
<th>Family 11</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>June</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demand</td>
<td>4783</td>
<td>3067</td>
<td>4721</td>
<td>3141</td>
<td>3423</td>
<td>5097</td>
</tr>
<tr>
<td>Production Level Line 1</td>
<td>8000</td>
<td>0</td>
<td>8000</td>
<td>0</td>
<td>8232</td>
<td>0</td>
</tr>
<tr>
<td>Total Production Level</td>
<td>8000</td>
<td>0</td>
<td>8000</td>
<td>0</td>
<td>8232</td>
<td>0</td>
</tr>
<tr>
<td>Begin Inventory</td>
<td>3217</td>
<td>150</td>
<td>3429</td>
<td>288</td>
<td>5097</td>
<td>0</td>
</tr>
<tr>
<td>Ending Inventory</td>
<td>3217</td>
<td>150</td>
<td>3429</td>
<td>288</td>
<td>5097</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2: Optimal Solution for Product 57 for a Demand Generated from Normal Distribution

<table>
<thead>
<tr>
<th>ITEM 57</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demand</td>
<td>7288</td>
<td>12303</td>
<td>19125</td>
</tr>
<tr>
<td>Production Level Line 1</td>
<td>8046</td>
<td>9206</td>
<td>21464</td>
</tr>
<tr>
<td>Production Level Line 2</td>
<td>8046</td>
<td>9206</td>
<td>21464</td>
</tr>
<tr>
<td>Total Production Level</td>
<td>0</td>
<td>758</td>
<td>0</td>
</tr>
<tr>
<td>Begin Inventory</td>
<td>758</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ending Inventory</td>
<td>0</td>
<td>2339</td>
<td>0</td>
</tr>
<tr>
<td>Begin Back order</td>
<td>0</td>
<td>0</td>
<td>2339</td>
</tr>
<tr>
<td>Ending Backorder</td>
<td>0</td>
<td>2339</td>
<td>0</td>
</tr>
</tbody>
</table>

computational study indicates that our approach perform well when the number of products and periods are fairly large. From the managerial prospective this property is desirable. Currently our proposal is being compared with the performance of the company and the initial results are encouraging in terms of enhancement of the decision quality. One issue that we think it is important for future research, which improves the proposed algorithm to include further features to deal with setups that make the jobs sequencing more realistic.
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