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Abstract: Digital image have been expanding in usage. Thpoitance of image compression
algorithms have been increased, to produce snfddiesize with a lower computational requirementeT
wavelet transform offers a natural decompositiorinefiges at multiple resolutions, since the wavelet
transform can decompose images into various msitition subbands, where the correlation exists. A
novel technique for image compression by takingaathge of correlation is addressed. It is based on
predictive edge detection from the LL band of thedst resolution level to predict the edge in thé L
HL and HH bands in the higher resolution levethé coefficient is predictive as an edge it is presd,
otherwise it is discarded. In the decoder, thetlonaof the preserved coefficients can also be doas in

the encoder. Results showed that photo imagesaghigher degree of compression compared with the
satellite images, due to the information in thekigd images is higher than in the photo images.
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INTRODUCTION Original image N*N

The image compression involves reducing the tyfyical
massive amount of data needed to represent an image
This is done by eliminating data that are visually
unnecessary and by taking advantage of the redagdan
that is inherent in most images. When images need t
be compressed so as to be examined by people,
understanding exactly what part of the image data i
important for human perception, by taking advantaige
the physiological and psychological aspects of thda) Tree Structure
human visual system [1, 2].

Digital image compression techniques are necegsary
applications in communications, multimedia, medical
systems, consumer electronics, remote surveillance,

23 level 1 (N/2¥N/2)

4 5 6 level 2 (N/4*N/4)

7 8 9 10 level 3 (N/8*N/8)

facsimile transmission ... etc. The discrete waveletlevel 1 HL HH
transform (DWT) is fast, linear operation that agies
on a data vector whose length is an integer power o
two, transforming it into a numerically differenéctors
of the same length. Level 2 HL HH
LH

Wavelet Transform: Wavelet transform has been | .. ;|HL | HH LH
extensively studied in various fields. eTdmulti-
resolution architecture is very suieblfor LL | LH
image analysis. Figure 1la shows the tidethe
10 subbands decomposed by two-dimensiongb) Data Structure
wavelet transform. Figure 1b shows the data stractu
for these subbands. Where;
The original image of N*N dimension is decomposedHH; High High Band
into 4 sub images of (N/2*N/2) in the sub bandHL: High Low Band
decomposition of level 1. Which are LL, LH, HL and LH; Low High Band

] : »=n LL; Low Low Band
HH bands. The sub image of the LL band is the @ars
image of the original image. Similarly, the Lard is Fig. 1: The 10 Subbands of the Data Structure
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decomposed into the LL, LH, HL and HH bands ofreconstructed input. The original image is recartiéd,
(N/4*N/4) in level 2. Finally, the LL band in lev@lis by the inverse low pass filter;

decomposed into the LL, LH, HL and HH band of

(N/8*N/8) in level 3 [3, 4_]. _ fJ_L: fcm.zia- i=1,2, ...N 3)
Therefore, the LL band in level 3 is coarser tHanltL =

bands in level 2 and so on. The edge in level thés

coarsest edge and the edge in level 1 is the fedg®.  \which is applied to the LL band in level 3.

Itis easy to know that the edge in the LH, HL &ftd  The inverse high pass filter function is applied;
bands in level 3 should be highly correlated witle t

edge estimated in the LL band in level 3. Thereftire fHo N _ 1 2 N 4
edges of the LL band in level 3 can be used toipred  ~ Z(-l) Mea b 1T 4 )
edges of the HL, LH and HH bands in level 3. The =

edges in the LH, HL and HH band can also be used to

: . - . to band LH in level 3.
redict the edges of their corresponding bandsvall2 L .
gnd Iso on g ! ponding The perfect reconstruction is a sum of the invéose

pass and inverse high pass filter;

Two Dimensional Wavelet Transform: Since the  _ ¢ ¢ 5)
scaling and wavelet functions are separable, each ' '
convolution breaks down into one-dimensionalimage Compression: Compression of DWT is one

convolution on the rows and columns of f (i,j), ehiis  transform coding classes, which has three basic
(N*N) dimension. At stagel, the rows of the imadgjf components; transformation, quantization and cading
first convolve with low pass filter and with higrags ~ The original image passes though multi resolution
filter. The columns of each of (N/2*N) array areetth Wave_le_t transformation to produce transform
convolved with low-pass filter and with high-patef. coefficients that are decorrelated. DWT decomptises

. . . input image into a set of frequency subband. The
The result is the four (N/2*N/2) arrays requireor fhat transform coefficients are then quantized by a Bmp

stage of the transform. The transformation process gcg)ar quantizer to produce a stream of symbolse No

be carried out to many stages. that all the information loss occurs in the quaation
Each image row will pass though the two convolutionstage.

functions and each of them creates an output streafyg guantization goal is to produce transform

that is .half th? Iength. of the Input _ row, these coefficients of quantized distribution small enouttat

convolution function are filters, the first half iise low the svmbols can be entroov coded at low bit rageo T

pass filter function [5]. y Py ) Wl _
algorithms are proposed for image compression by

N _ using edge detection.
azl/zzqﬂ,z‘fj, i=1,2, .., N/2 1)
= Predictive Edge Detection from the Coarsest Band:

] ] ) . Most edge detectors are based on local measurements
While the other half is produced by the high paissrf  of the image variations and edges, which are gépera

function; defined as “block”, where the image intensity has a
maximum variation. The image variations can be

b =% i(_l);ﬂ@i_f., i=1,2, ..., N/2 2) examined by standard deviation of a block of tramsf

< Y coefficients for edge detection. Denoting an N*Nage

Where: by f(x,y) and p is the mean value,is the standard

N: is the input row size. deviation which are computed as:

c’s: are the coefficients (in this examplg=cc,= 1). _ .

a, b: are the output functions. H= CXf(xy)/N*N (6)

In the proposed algorithm of this paper we usa/él) : > .

for g and b instead of (1/2) in forward and reverse © = (|2t - J(N'N) @)

wavelet transform to reduce the number of operation

required in the process. In many situations, thepass For each subband a threshold that indicatesye
output contains most of the information contentted  variation can be selected to do edigtection,
input row. The high pass output contains the déffiee  Fig. 2 illustrates the predictive edge detectioalbf
between the true input and the value of thesubbands based on the coarsest band.
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Predictign direction
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Fig. 2: Edge Prediction of Level 1 and Level 2 gsirevel 3

Wavelet Transform
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Fig. 3: Block Diagram of Algorithm 1

In the LL band of level 3, the subband 8 is showFig. ) o _
1 and a block of 2*2 is used to compute it's stadda Algorithm 1. (edge prediction detection from the LL

deviation. Then it is compared with a predefinegband in level 3).

threshold of each band. The threshold becomes la toﬁ'grs?:rfgazrsz dgl\?iglt(ioorf' t['fsl_'l' band in level 3 compute

for achieving the trade-off between image degradati recordstddev [LL]

and compression ratio. If the standard deviatiothat ¢, i - 2.0

subband 8 is greater than the predefined threstioéd for band = 4 * i+1 - 4 * i+3
subband the corresponding block of this subband is w=23":

considered to be a region of high spatial variaton for each,block (w*w)

the corresponding coefficients are preserved; utiser if stddev [LL] < threshold pand)]

they are discarded (fill with zeros).This algorituses Then discard the corresponding w*w block of

the coarsest band to predict the edge of all sulslda the next level and marked this block and fill wzttro

which can be written as bellow: else transmit the corresponding (w*w) block of
next level.
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Fig. 4: Edge Prediction of Level 2 using Level 3i&redicting the Edges in Level 1 using Level 2

T4

Wavelet Transform

Coefficients
/ LL bandin Quantized Coefficients Scalar R
level 3 > Quantizer >
Edge
Prediction
(<0} LH,HL,HH Scalar Discard or PreserveCoefficientsk 2
g bandsin level 3 —> Quantizer : Preserve Edge " ;g
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— ; Q
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Preserve Edge =
— ﬁPrediction g
\] LHHLHH alar > : Preserve Coefficients |
bandsin level 1 Quantizer Discard or >
Preserve
Fig. 5: Block Diagram of Algorithm 2
end for transmission of all bands in level 3 is finishec th
end for standard deviation at the other three bands inl IBve
end for (block of 2*2) is used to predict the edges of the
end for corresponding bands of level 2 (block of 4*4).
Algorithm 1 can be represented by the block diagranfccording to the standard deviation of block 2*2 in
shown in Fig. 3. every band in level 2, the encoder decides whdther

Figure 4 illustrates the algorithm 2 on the progies  send the block of 4*4 at the corresponding bands in
predictive edge detection. The encoder, first trdtss  level 1 or not, if it will be filled by zeros. Inoding; the
the sub band 8 to the receiver. marked block means that is already discarded aed th
According to the standard deviation of a block t# th block is not used to predict the lower level. Sitice

the subband 8, the encoder decides whether toteend transformed coefficients are transmitted level &yel,
block of 2*2 at LH, HL and HH bands of level 3 astn  the algorithm is written as below:

If the block is rejected then it is marked in thre@der  Algorithm 2: Progressive predictive edge detection
and is filled by zeros in the encoder. Otherwise th from base band in level L.

block is transmitted and unmarked. When thebaseband = (L-1)*4
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for each 2*2 block in the bartehseband
transmit the block and compute it's standard déeviat
of the block S;
for band = baseband +1 tobaseband +3
if S<threshold pand)]
then mark and set to zero the corresponding 2*2
block in the bandband .
else transmit the corresponding 2*2 block in the
bandband
end if
end for
end for , )
for level = 2 to L (a) Using Daubechie-4
B = (L-level) + 4+1 —
for band = B to B+2
for each unmarked 2*2 block in the balehd
compute it's standard deviation S;
if S< threshold pand-4]
then mark and set to zero the corresponding
4*4 in the bandband-4).
else transmit the corresponding 4*4 block in the
band(band-4)

end if
end for
end for
end for (b) Using Daubechie-2
when no edge is detected in a 2*2 block in the Bhd Fig. 6: The Edge Detection with Algorithm 1

the corresponding 2*2, 4*4 and 8*8 blocks in aleth
other bands are discarded by both algorithm 1 and 2
When an edge is detected in a 2*2 block in the hhd

the corresponding 4*4 and 8*8 blocks are detected b
algorithm 1 which may be not detected by algorithm
Algorithm 2 can be represented by the block diagram
shown in Fig. 5.

Implementation: The Daubechies Wavelet coefficients
are used to do subband decomposition. The Dautsechie
wavelet coefficients with length 2 are (1,1) Dauties-

2 and the Daubechies Wavelet coefficients with fleng

4 are 0.6830127, 1.1830127, -0.3169873, -0.1830127
(Daubechie-4).

Each band is optimally quantized and encode with
variable length coding. With the exception of thé s
band 8, each band is quantized with various bésrat
based on its standard deviation.

Figure 6 and 7, show the edge detection on in the
subbands by algorithm 1 and 2 respectively, thetevhi
dots in the subbands are the coefficients, whiah ar
predicted as edges and preserved; otherwise, the
coefficients which are not predicted as edges, are
discarded.

The proposed coding methods are applied to (8kéfpi
gray level images. The encoder output bit rate oreals

in bit/pixel and is a measure of the reconstruction
quality. The peak signal-to-noise ratio (PShRs used,
which is defined by:

(b) Using Daubechie-2

PSNR;s = 10 log, (256° /MSE) (8) o o .
Where MSE is the Mean-Square-Error Fig. 7: The Edge Detection with Algorithm 2
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The Table 1 and 2 show the bit rate and PSNR, ¢ tw CONCLUSION

. . Lo The use of discrete wavelet transform provides an
types of images, the photo images and satellitg@sa attractive trade off between spatial and frequency

The tables show one of the samples, the compressigasolution. This unique property of wavelet tramsfo

ratio of satellite image is less than the photogema does not exit in other transform. It also has bette
because it contains huge amount of informatior€N€'dy concentration property than the other transs.
) ) Choice the order of the wavelet in image compressio
compared with the photo image. is a critical issue that affects image quality aall\as
system design. This choice is based on severa test
namely; energy distribution and compaction, visual
Table 1: Bit Rat and PSNR for Two Types of Imagesreéconstruction artifacts and finally. The companisof
by Using Algorithm 1 these filter performance on the proposed algorithms

- The orientations HL and LH contain more energy than
Daubechie-4 HH sub bands. The coefficients in orientation assl|

Photo image 300*300 pixel Satellite Image 400*40&p important for the reconstruction since they are

gi;g;te (bpp) g 452N4R (dB) fgorgte (bpp) Zgig?t@@ responsible for patterns that can hardly be seethéy
' ' ' ‘ human’s eye. In addition, first resolution leveintain

0.825 33.48 1.485 29.65 . .
0.811 3288 1425 28.93 less energy than second, which contains less energy
0.791 32.68 1.335 28.29 than the thlrd, ....etc. ) ) ) ]
Daubechie-2 The coarsest level, orientation LL consists of wide
Photo image 300*300 pixel Satellite Image 400*40@&b E)a;%gnetat'lglr]%er TF?]OS?ItI\é)erer?toaetf:)lr?eré:tcs)nt;hr?: ttﬁg ?7522{
Bitrate (bpp) __PSNR (dB) __ Bitrate (bpp) __ Bitratp - on & ons. Al lentatl !

0.788 3504 1501 30.61 important coefficients. Thus a great care should be
0.761 34.89 1.422 2998 given to this subband in quantization and coding to
0.744 34.67 1.383 20.33 obtain high reconstruction quality.

0.725 34.55 1.325 28.99
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