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Abstract: Problem statement: The aphasia is one of human language and actilatede brain
associative diseases. The mechanisms of the disaadethe brain association are still unclearhis t
study, we proposed our models of the neuronal kigrecesses, in a view of BiolnforPhysics, to
understand the mechanisn#spproach: Our models are based on today’s solidest Electyoetic
Fields (EMF)theoretic fundamentals: Maxwell EMF equations, Rimgntheorem and vector, Lorentz
law and other well known EMF principles, as well@aslished biomedical data. Methods cover the
signal collections and analysis, correlations anghthesis; the correlations include functions
derivatives as well as the functioResults: (a) The signals have three attributes (or elenyetiie
information, the energies and the matters; (b)fitlds intensities are the Information Intensit{@3,
products of the Il are the Information Responsensities (IRI) of energies expressions, products of
the Il and the matters (charges) are the IRI afdsrexpressions; (c) the information can produee th
new information; (d) the energies can carry or Jarahsmit the information; (e) the matters (chajge
can store and produce the information. The EMFrinfiion is not conservative in biological fluids
because of the charges or the attenuation of ti@ull models in this study are the signals orieiated
combine the information, the energies and the msatBonclusion: Approximately, neurons work like
microcomputers; the synapses work like signal inptgrfaces and perform the signal collections and
analysis; the neuronal bodies work like microprsoes and execute the signal correlations and
synthesis in parallel; DNA, RNA, proteins and otlesllular components work like memories or
circuits; the axons work like signal output intexda and segregate the signal stream to other reeuron
The all processes in the neurons and the nervaierayare automatically completed by the natural
laws. We intended to approach the natural laws aithmodels.

Key words: Maxwell, poynting, lorentz, information, energy, atter, correlation, association,
analysis, synthesis

INTRODUCTION 2005). However, to our knowledge, the mechanisres ar
still unclear.

The aphasia is one of human language and action Maxwell EMF functions, Poynting theorem and
related brain associative diseases, similar diseasevector, Lorentz law and other well known EMF thestri
include dyslexia, anomia, agraphia and dysgraphidave been successfully applied in various techriesog
(Purves, 2007; Crosson, 2008; Pulvermiller andand instrumentations, such as EEG, ECG. However, to
Berthier, 2008; Conwast al., 2008; Hennyet al., 2008;  our knowledge, all of the theories have not beeuus
Rapcsaket al., 2009; Timothyet al., 2008). For more develop models for neuronal signal processes with a
than 150 years neurologists, psychologists andilstg combination of the information, the energies and th
have been investigating language disorders cauged hmatters in a view of BiolnfoPhysics.
strokes and other diseases of the brain (Pulveemdill Traditionally and currently, a correlation is
and Berthier, 2008). To study the mechanisms of thelescribed only with an integration of a producthed
diseases and the brain association, many significariunctions. As far as we know, function’s derivagve
models have been proposed in views of neurosciendeave not been considered for any correlation.

(Pineda, 2008), mathematics (computation) or plysic In one (Cheng and Zou, 2007) of our previous
(Decoet al., 2008; Brunel and Wang, 2001; Corchs andstudies, we modeled the memories, the transmission
Deco, 2004; Chizhov and Graham, 2007; Harrisicad., and the recognition of neuronal signals. In anotires
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(Cheng and Zou, 2006) of our previous studies, weonservative. One of Maxwell EMF equations aboat th
modeled DNA recognition of DNA synthesis and MF and the permeability in a point form is:
proposed concepts of Information Intensity (ll),
Information Response Intensity (IRI) and Informatio pCeH; = 0 (3)
Flux (IF).
In this study, we develop, propose and summarize Equation 3 means the MF doesnt have any
our models of neuronal signal processes with amagnetic flux source.
combination of the information, the energies and th Lorentz law describes the EMF Forces (EMFF) and
matters in a view of BiolnforPhysics. We believer ou its point form is:
models will be helpful to understand the feelinige t
associating, the thinking and the learning as aglthe EMFF =p; (E+v,XpH)) 4)
mechanisms of the human brain associative diseases.
where, X denotes a vector product. The EF Energy
MATERIALSAND METHODS Density (EFED) and the MF Energy Density (MFED)

are respectively:
Based on published biomedical data (Purves, 2007; P y

Tim_othy et al.,, 2008), we believe most _ber_]avi_ors of EFED =¢EqE/2 )
brains and neurons are dependent on distributiads a

activities of the EMF and charges. We think Maxwell nd:

EMF equations, Poynting theorem and vector, Lorentz

law and other well known EMF theories are today’s _

solidest fundamentals to develop our models for theMFED = HHieHi/2 6)
distributions and the activities. In this study, stedy
the distributions and the activities at levels afeuron
and a cortex. We assume: A brain association cdwex
totally | neurons, the ith neuron has distributi@fighe
Electric Field (EF) intensity £ the Magnetic Field
(MF) intensity H, the Charge Density (CO), and the
velocity v of p;; E;, H;, p; and y are functions of spatial
coordinates x, y, z and temporal coordinate, tHzand
v; are victors andp; is a scalar.e, p and ¢ are
respectively permittivity, permeability and conduity

of the neuronal fluid and they are assumed to lasiqu
homogenous constants to simplify our models. Equation 8 represents a Poynting theorem in a
Therefore, one of Maxwell EMF equations about thespatial integral form. Using a vectoring equation

Poynting vector represents the EMF Energy Flow
Density (EMFEFD) and it is:

EMFEFD = EXH, @)

For any volume V with a surface S in the neuron,
the energy flow in or out of the volume is:

¢ (E,xH,)ds= [ DE XH )dv 8)

EF, the permittivity and the CD in a point form is: (Ramoet al., 1994), we obtain:

eleE=p () D«(EXH)=H -+ OXE)-E+ OXH) 9

Where:

0 = Nabla operator Equation 9 represents a divergence or a flux sourc

e = Scalar product of the EMFEFD. One of Maxwell EMF equations is:
Equation 1 means the CD is a flux source of the EF aH.

and the EF is not conservative in biological fluids DXE =-H—~ (10)

becausep; # 0 strictly. An equation (derived from
Maxwell EMF equations) about the conductive EF, the  Equation 10 means a temporal variable MF is a

conductivity and the CD in a point form is: spatial curl source of an EF, i.e., a temporal givem
3 MF produces a spatial curl EF. The complement ef th
ol E = _api (2) Eqg. 10 is another Maxwell EMF equation:
Equation 2 means that the temporal changing CD isixH, :(OEi +56EiJ (11)
a flux source of the conductive EF and the chagges ot
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Equation 11 means a conductive or a temporalvhere, m is an index to denote the mth synapsg, E
variable EF is a spatial curl source of the MF, i@ E, ., Ham Hpm Piam Piom Viam andvipn, denote
conductive EF or a temporal changing EF produces gespectively the EF I, the MF II, the CD and the
spatial curl MF. Equation 11 also implies the EMFelocities contributed by the external signals and

intensities are not conservative because of thenrough the mth synapse. Therefore, the synthesized
attenuation of the intensities in natural biologitaids. distributions of EF Il E MF Il H; and CDp; in the ith
| 1

From Eq. 9-11, we obtain: neuronal body are respectively:

7+ (EXH)=¢E + 2 ~0F + E-uH-

oH,
t

6 (12) Ei = EivC + % (E,a,m + E,b,m) (15a)

Equation 9 and 12 are Poynting theorem in a point M
form. the theorem means thye C(?nservation of EMFHi :Hivc+%(Hivavm+Hivbvm) (15b)
energy.

As that as our previous consideration (Cheng and "
Zou, 2006), we think a signal has three attributes p,=p,. + D (Piam*+Pipm) (15c)
elements): the information, the energies and the m
matters. We consider the fields intensities aslithéhe ) )
interactions or the auto actions between the fiaklthe Using Eq. 1, 15a and c, we obtain:
energies, the charges and the masses as the météers y
also consider the interactions of the fields aslRieof €0 [E + D (Eam*t Epm)]=Pic
energy expressions and the interactions between the m (16)
fields and charges as the IRI of force expressitmes; +§:(p. 0.,
interactions or auto actions are mostly performét & A e,
vector, a scalar or a multiplication product. Our
methods are also based on published biomedical data Equation 16 means the EF information has flux

sources of charged matters. Using Eq. 2, 15a ang c,
RESULTS obtain:

Figure 1 illustrates our human learning model. Wegj. (g, +%(Eiam+ e
assume in a higher order (e.g., Brock, Wernicke) s o 17)
association area with total | neurons: the ith nauras a M
a cellular EF Il E;, a cellular MF Il H, a cellular CD _a[p‘vc +;(pi~avm+pivbv")]
pic and a cellular velocity ;v of p;. without any
external signals. The neuron collects two external Seeing| hearing signal
signals from sources a and b through its iM symrapse _ Guswerywes | [ Seeing zimg wes |
We use matrices to represent the collected angzadl T
Signals: Taste signal a I Seeing | hearing association area ‘

b l 7

[Ei,e] = [Ei,a,l Ei,a,m Ei,a,iM] (133-) | Higheronier (eip; ook wemicke) assodation area | F::;:lfk
[Hid = [Hiaa - Hiam . Hiad (13) (i
[pid = [Pia1---Piam ---Piaiml (13c) | A Vi SOAT |

Brain stem Gustatory nucleus

Unconditioned response

[Vi,a] = [Vi,a,l o Viam-.-- Vi,a,iM] (13d) Taste signal salivary signal

[Eipl = [Eip1 - Eipm .- Eipinl (14a) 3

[Hie] = [Hipa .. Hiom - Hipiml (14b) Fig. 1: Our human learning model, e.g., learn adwor

[Pio] = [Pibt ---Pipm ---Pipiim] (14c) sound “apple”. a, b, ¢ and d are EMF signals.
LTM: Long Term Memory; STM: Short Term

[Vip] = [Vip1 - Viom - Vipim] (14d) Memory
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Equation 17 means a temporal changing CD is &ou, 2006) in a point form and mean energies ctney
flux source of the conductive EF information. Thattb  information. We define all terms at right side af.20
Eq. 16 and 17 imply the EF information is not as the auto or cross correlations of the EF infeiona
conservative in biological fluids because of thargles.  the cross correlations are interactions of thed§iednd
But, the charge matters are conservative and ttogg s the auto correlations are auto actions of the sieédg.,
and produce the EF information. Using Eq. 3 and, 15bthe first term is the neuronal auto correlatione th
we obtain: second and the third terms are the auto or funcioss

correlations between the neuron and the exterrfals i
M they have the same motifs or not; the fourth aedakt
Oe[Hic +;(Hi-a-m+H o.m] =0 (18) terms are the external auto correlations, the fétm is
the auto or the function cross correlation betwten

Equation 18 means there is not any magnetic flufWo externals if they have the same motifs or .
source for the MF information. Using Eq. 4 (Lorentz also define the first, the fourth and the last s the

law), 15a and b, we obtain EMF forces of the caliul isogenous because the information comes _from the
. same source, other terms as the heterogenetic deecau
Pic the information comes from different sources, am is
synapse product for the expanded items with m = n
. because the information comes from the same sysapse
+0, L) (Epam* Evpn) (19) “In the same way to define the terms in Eq. 20, we
Tw v define the terms in Eqg. 21, but they are magnetiit a

pi,c(Ei + Vi,chHi) = pi,c(Ei,c + Vi,cqui,c)

M involve the permeability. Using Eqg. 10, 15a anadvb,
+ vi,cqu(H ia,m + H i.b,n)] Obtain: p y g q

Equation 19 means interactions between tha]x[Ei,c+§(Ei,a,m+Ei,b,m)]z
charges matters and the fields (EF and MF) m

informatign. At ri_ght side of the equation, thesfiterm —ug[H. +%(Hv FH ]

denotes interactions between the neuronal chamggs a "ot~ " & @m0

the neuronal fields. The second term denotes

interactions between the neuronal charges and the Equation 22 means, the temporal variable MF
externally produced fields. These interactionslBRteof ~ information is a spatial curl source of the EF

(22)

forces expressions (Cheng and Zou, 2006). information, i.e., the temporal variable MF infortioa
Using equations 5 and 6, 15a and b, we obtaifProduces the new spatial curl EF information. Using
respectively: Eq. 11, 15a and b, we obtain:
3 _t ' OX[H, . +Y (H,. n+H , N =0>[E . +(E,
—E eE =—[E < E + 2 - o E i,c i,a,m i,b, ic i,a,m
SEt BB B+ - Bay 0 S 23)

. . 0 M
M MM +E, +e—[E. +> (E.. +E.
+22 Ei,c. Ei,b,m+zz Ei,a,m. Ei,a,n (20) |,b,m)] at[ he %( ha.m |,b,m)]
+2§%E L E bn+%& E, *E,.| _Equation_ 23 means fthe condl_Jctive or the temporal
mon RS o variable EF information is a spatial curl sourcetlué
MF information, i.e., the conductive or the tempora

H 1 M variable EF information produces the new spatial cu
EHi * H :E[Hi.c *H. +22 HiceH.

m MF information. Equation 23 also implies the EMHRdI
iM MM not conservative because of the attenuation oE€&
+2) Hoo Hpn* Y. Y Hian* Hant (21) 1l in biological fluids. Using Eq. 7, 15a and b, we
. " obtain Eq. 24. We define all terms at riglitesof
2> > Hoam® Hipnt 2 Hipme Hipd Eq. 24 as the fields cross correlations of inforamat
m m N between the EF and the MF. The equation represents

the IRI of the dynamic energies expressions andnsiea
where, n is an index to denote nth synapse. The bothe EMFEFD is equivalent to a sum of the informatio
equations represent the information correlationwels ~ correlations and the energies carry and transngt th
as the IRI of the static energy expressions (Crergy information:
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EXH =E XH  + % E XHiam* % E.XHipm
iM " iM "
+2Ei,a,mXHi,c+in,b,mXH ic
irJ iM " iM_iM (24)

+ ZZ(Ei,a,mXH i,a,n) + ZZ(E i,a,n'xH i,b,l)

iM_iM iM_iM

+ ZZ(Ei,b,mXHi,a,n) +zz(Ei,b,mXH i,b,r)
Using Eq. 12, 15a and b, we obtain:

O+ (EXH)=€E, + D (En* Byl
F M
* E[Ei,c +%(Ei,a,m + Ei,b,m)]
_O[Ei,c +§:(Ei,a,m + Ei,b,m)]
@5)
° [Ei,c +Z(Ei,a.m + Ei,b,m)]

- H[Hi,c + IZ(H i,a,m +H i.b,n)]

° %[Hi,c + ﬁ:(H amT H i.b,n)]

The Eqg. 25 represents the IRI of the dynamic
energies expressions in a point form too and méans
exam the divergence or the flux source of the EMPEF
is equivalent to sum the correlations of the EMF
information. The first and the third terms at tight of
Eq. 25 respectively represent the EF and the MF
information correlations and the energy
transformations. We define all of the expanded serm
from the first and the third terms in Eq. 25 aspenal
derivatives cross correlations between the O coflére
derivative and the first order of the derivativé,toe
information function.

The second term at the right of Eq. 25 represents
the information correlations as well as the conideact
energy dissipation. For the expanded terms from the
second term, the definitions of correlations agghme
or similar to that for Eq. 20. The definitions and
meanings of the isogenous, the heterogenetic amd th
iso-synapse product for the Eq. 24 and 25 aredhees
as that of the Eq. 20.

Using Eq. 8 and 25, we can obtain an integral form
of information correlations in a spatial domain. dn
similar way, we can obtain that in a temporal domai
(Table 1). To completely summarize our models, two
more neuronal signal processes based on other sl
EMF equations are listed at the end of the Table 1.

Table 1: Neuronal EMF signal processes with a coatiin of the information, the energies and thetenst The matters are photos. Meanings

of m and n are the same as that in the text

Equation of signal process Information characterist

Energy characteristic

E=[E,E, ..., Gn ..., Bu] EF information analysis
H=[Hy, Hy, ..., Hn, ..., Hu] MF information analysis
E=>E, EF information synthesis
H=>H, MF information synthesis
s(z E.)* (z E,)/2 function correlations of EF and EF Energy voluneasity
u(z H,)e (ZHH) /12 Function correlations of MF and MF. Energy voludensity
IZIXZErn = —p%ZHm Temporal changing MF information produces
new spatial curl EF information.
OXY> H, =0 E,
F) Conductive or temporal variable EF informationguroes
+e_—>'E,
ot
new spatial curl MF information.
(z Em)X(ZHm) Fields cross correlations of EF and MF. Energwfttensity
[mp [(z Em)X(ZH wl Temporal derivative cross correlations of 0 and 1,
or 0 and 0 orders and EF and EF or MF and MF. dyneonservation, point form
J'D . (z Em)X(Z H,)dt The same as the above. Energy conservation, taiiptegral form
J'D . (z Em)X(Z H,)dv The same as the above. Energy conservation, spaggtal form
e z E,.=ple Divergence or flux source of EF information.
Oe sz =0 For MF information, flush in = flush out
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For an association cortex area with | neuronsetiaee  GFFD = GFI/G (32)

| neuronal bodies to process the signals in paraiid

there are sum (iM) of synapses, where i is froo 1,t where, GFI and G are the well known GF Intensity

to input the signals. (GFI) and gravitation constant respectively. A GBxF
Another important result is to output the signals.(GFF) is (Cheng and Zou, 2006):

The output ports are axons usually (Purves, 20D7®.

forces or the energies of the EMF open channeéat GFF:J' GFFED d: (33)

axon hillock and segregate the signal streams Herot

neurons if the forces or the energies are beyoed th ) )

threshold values. We define an effective outputhef ‘Based on Gauss law, a vectoring equation and a

EMFEFD as EXH;; for output port j of neuron i, the derivation method of EFED (Rame al., 1994), we

fields intensities | and H; are the correspondent Il of Propose a formula of Gravitational Field Energy

EF and MF respectively. We assume there are toitally Density (GFED), GFED = GFI*GFFD. Using the

output ports for the neuron i and define the magriof ~ formula and published data (Purves, 2007; Rata.,

the global output Il as: 1994), our estimation shows the GFED produced by a
neuron is about f0 times weaker than the EFED

[E]=[Ei1... Ej ... B (26)  around the membrane. Therefore, the GF role isrégho
compared with that of the EF. Usually and naturahg

[Hi] = [Hiz-. Hij ... Hiil (27)  EF plays a major role, the MF plays a minor, inroes
(Cheng and Zou, 2007; Cheng and Zou, 2006).

A matrix of a global effective output of EMFEFD Considering Newtonian mechanics, Einstein’s
is defined as: equation of matters and energies in the speciafivél

and the uncertainty principle in quantum mechamies,
[EiXH{] = [Ei1XHi ... EjXHij ... BiXHij (28)  generalize relationships of the information (infées),
the energies, the matters and other important qasce
in physics, (Fig. 2), where we define an uncertain
[E] = [[Ed] ... [E] ... [E]] (29) product as a product of the uncertgirinciple.

The matrices of Il output for the cortex are:

Hl=[H4 ... [H] ... [H]] (30) Information

6 intensities (11) * Q Matters: Charges. masses ‘

The matrix of the cortical effective output of
EMFEFD is defined as: ¥ \ 1

[EXH] = [[E1XH4] ... [EXHI] ... [EXH]] (31) @ Forees Momentums &

L A J !
i i Energies __I:: zh/dn
Equations 28 and 31 are the IRl of dynamic e .

energies expressions. ! —
Maxwell EMF equations are the fields sources T Time Velocit

oriented and illustrate the fields’ variation. Ptgg v

theorem and vector are the fields energies orieatetl 2z Acceleration

elucidate the energies conservation. Lorentz lathés

fields forces oriented and determines the movint.pa “—* Carry or (and) transmit Producs or conversion
Our models in this study are the signals oriented a @
combine the three attributes (or elements) of the +—# Storeand produce -=2:B Uncertain product
information, the energies and the matters. <—> Conservative or equivalent
— > Store and produce : glirrllxoi;l:nezntohregllgile;:r
DISCUSSION - is the denominator.

The EMF signal attributes (or elements) and_. ) . . L -
relationships of the information, the energies anel Fig. 2: Relationships of the information (interess), the

matters could be suitable to the Gravitational dF{&F) energies and the matters of the signals. h is
too. But, the matter is the mass, the Il and thealR Planck constant. The product means the vector,
about the GF. To estimate the Gravitational Fi&dF) the scalar or the multiplication product. The

role, we define a Gravitational Field Flux Density uncertain product means the product of the
(GFFD): uncertainty principle
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The information, the energies and the matters alfe s levels of neuronal correlations. The more neuram$ a
producible. The matters store and produce thehe more synapses, the more complicated the
information. The energies carry or (and) transré t associations. Our models also imply:

information. The matters and the energies are

conservative and equivalent. The products of the Tne released biological signals could help
information produce energies. The products of the | anapilitation of patents

information and the matters produce the forces. . The embryonic and children development of
Though our models are developed with two  peyrong synapses could influence the development
external signals and for multipolar neurons, weelvel of the ability of association thinking or learning

the principles of our models are applicable to ipldt
signals and for the bipolar and the unipolar nesirtmo
and it could be also suitable to the signal prozeder
other cells, where the roles of the synapses andsax
could be replaced by that of other interfaces, sash :
membrane proteins. If the neurons in an association
cortex are ill or damaged, or the signals can ret b
normally transmitted (input or output), the cortielas

can not be performed or completed. These problems

« EEG ora waves could relate to the inner signals
and EEG[B waves could relate to the external

signals

Both low and high levels of association cortices
could involve the working memories. The highest
level of association cortices could make decisions
by all of the neurons, (Eq. 31)

could cause aphasia disease or other brain asseciat CONCLUSION
diseases.
We think, after a neuron receive the external  Approximately, neurons work like

signals, the cellular inherited or inner informatjo microcomputers; the synapses work like signal input
energies or matters interact with the acquireda®n interfaces and perform the signal collections and
(Cheng and Zou, 2007); if the external signals aresnalysis; the neuronal bodies work like microprsoes
strong enough, repeat many times, or induceynd execute the signal correlations and synthesis i
resonances, the interactions could produce ne\n_xlaell parallel; DNA, RNA, proteins and other cellular
components. The new components could build newomponents work like memories or circuits; the axon
(association) memories and (electric) circuits t@tld 5k like signal output interfaces and segregate th
play roles in the new neuronal signal processe® Thgigna) siream to other neurons. The all processéisei
new components could also change the distributionSg \;ons and the nervous system are automatically

and the activities of the cellular;d H, and pi completed by the natural laws. We intended to agogto
significantly. The new distributions and activitiesuld the natural laws with our models

relate the neuronal learning.

The second term in Eq. 19, the interaction between
the neuronal charges and the externally produeddisfi
could involve the neuronal feeling and sensingther
simple signal recognition when the external infotiova The authors thank Miss Vivien Cheng for helpful
is from the sensors (Cheng and Zou, 2007). Theéuggestions and comments for this publication.
correlations in Eg. 20-25 could involve the neutona
association, thinking or complex signal cognitiomda REFERENCES
recognition.

Our models imply, the isogenous auto correlation'grnel N. and X.J. Wang, 2001. Effects of
could relate to isogeneous associations, e.g.ysisal neuromodulation in a cortical network model of

e o ot O 00l S8 U cbject working memory cominated by recuren
g inhibition. J. Comput. Neurosci., 11: 63-85.

heterogenetic auto associations, e.g., comparieg thCheng, K. and C.H. Zou. 2006, Informatics and ptwysi

same or similar events (or objects) and the o -
( ) ) models of recognitions of DNA replication and

heterogenetic cross correlation could relate to heir bi dical licati Am. J. Aoolied Sci
heterogenetic cross associations, e.g., conditional tg_ez'rOS;O?;Gz'C"" applications. Am. J. Applied Sci.,

responses (reflexes), complex events (or objects

associations. We believe all of the correlationsido ©heng, K. and C.H. Zou, 2907-' Biomedicine and
relate to the thinking. The cortical associatioreaar Informatics Model of Alzheimer’s disease. Am. J.

activities could involve multiple signals and mplé Biochem. Biotechnol., 3: 145-149.
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