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Abstract: Problem statement: The common assumption in non-randomized Phasénital trials is

a homogeneous population with homogeneous resp@hse.assumption is at odds with many trials
today; a heterogeneous response due to the exastéiscbgroupsApproach: In order to examine the
effects of heterogeneity on the trial outcome, steayatic platform is developed to quantify the mng
and classes of possible response heterogeneity asimixed model approach. Five recent methods
developed to handle heterogeneity, stratified amislybeta-binomial models, Bayesian hierarchical
models and regression models are compared andastedrusing a set of performance criteria to
provide clinicians with scenarios where each metisodpplicable Results: All methods require a
priori information on the subgroup compositionjrailing factor in most trial conduct. The Bayesian
methods require the least amount of assumptionsjde a methodology to share information across
subgroups and allow partial subgroup outcomes réqiire substantial computational resources and
time. The stratified methods provide a simple inmerment over the standard phase Il Simon design,
but lack the methodology to allow for partial sulagp stopping.Conclusion: The heterogeneity
model provides a useful tool to model data undeetarogeneity assumption. The proper handling of
heterogeneous populations under a Phase |l desigrcontentious debate; ignoring this fundamental
assumption may lead to incorrect trial outcomesewNnethods need to be developed which can
include the heterogeneity structure in the trisdige and allow for partial hypothesis testing.
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INTRODUCTION force an assumption of response homogeneity.
Complexity in design and analysis, lack of inforimat
Phase Il clinical trials are generally single armon new methods and novelty of the heterogeneity
trials designed to estimate a response ratefor an  methods seem to be the overriding motivations ffier t
experimental treatment. The most common type af tri current practice of ignoring patient heterogengiiyma,
design is the Simon 2-stage design (Ye and Sh@7R0 2008; Watheret al., 2008).
with the primary assumption of a homogeneous Standard practice in clinical trials to handle
population. In a Simon design, the number of respsn  heterogeneity has been to conduct multiple trials
R, is assumed to follow a binomial distribution lwit (Wathenet al., 2008; London and Chang, 2005) or
variance Var[R] =m (1-m). When the response does notaverage the response profile to a response rat@g;Tu
comply with the assumption of homogeneity, such tha2008; Wathenet al., 2008; Ayanlowo and Redden,
Var[R]>>m(1-m), the response is considered to be2008). The advantage of both methods is that they a
heterogeneous. Using methods that rely on theimple and standard software exists to analyze the
homogeneity assumption when heterogeneity is tame ¢ results; though there are several disadvantagesfirst
lead to biased inferences (Russek-Cohen and SimoR)ethod, multiple trials, inflates the sample sizg b
1997), incorrect early stopping of the trial (Thetllal., conducting multiple trials; a strain on trial resoes.
2003) or a subsequent failure of the Phase IIll triaDue to possible low patient accrual in one or more
resulting in a substantial loss of resources (Tuzpag).  trials, trials may not be completed; losing valeabl
In many clinical trials, the possibility of respens information on the treatment efficacy over the mnti
heterogeneity is handled in a less than optimalneany ~ Population. Conducting multipletrials ignores a
applying methods that ignore the true data stractar fundamental assumption of the motivation for a k&ing
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trial; all patients share a common disease statanibe where,dg; are the treatment effects for each subgroup,
assumed that the response rate in one subgroupevill such that:
correlated with the response rate other subgroups.

The second method, averaging, ignores thep =i +n +( +1,)I(T =E) (1)
distribution of the response profile, the populatio
subgroup proportions; possibly causing lack of
association between the value of the test statsiit
the trial outcome. Additionally, Phase Il trials
incorporate stopping boundaries to allow for theyea
termination of trial due to futility by conductinthe

Where:

0<tEH;<1 = A subgroup mixture model for heterogeneity

Q] = A membership indicator. The historical
response heterogeneity

trial in stages. By averaging the response profilefi = A fixed prognostic effect while the treatment
stopping boundaries are global, one boundary fer th heterogeneity

entire trial. This ignores the possibility of tremnt T = A predictive random effect

futility in some subgroups and not others or the ) o

difference in futility bounds that may exist. Using Eg. 1, the classification of response

We develop a model to quantify heterogeneity andeterogeneity rests on the structure of the hisdbri
then apply this model to five methods that areently ~ fesponse profile and the treatment effect profile.
available for handling patient heterogeneity, under gquantify the range of response heterogeneity, three
single trial design, to provide clinicians with atof  classes, Historical Response Heterogeneity (HRH),

criteria to decide which method is applicable to aAssumed Response Heterogeneity (ARH) and General
problem Response Heterogeneity (GRH), are constructedalFor

i#i':
MATERIALSAND METHODS
T, # ;. and T, # T,

Hetero ' : ity i =1 = = 2
geneity model: Response heterogeneity in a wheren, #n, and, =1. = 0 such thgt=3§.

population can be modeled by deconstructing the

response rate into subgroups to form a respondiepro defines the HRH class and:

= (Ty, Ty, ...,Ty), composed of g subgroups wherés

the response rate for the ith subgroup and theistsex = andm., #m,

m #m. for someizi'; in contrast,; =, for all i #i' 3)

. . . wheren, =n, = O and, #1. such that# g
in a homogeneous population. The resulting subgroup

model provides the basic platform to compare thg .t s the ARH class.
recent methodology for heterogeneous responses. treatment response rates are unique. The thirds,clas
Let n = (1, ;... 7, be the vector of subgroup GRH, relaxes the unique response constraint. Auréxt
responses for ¥ 1,2,...,gsubgroups where; is the of prog_nostic and _predictive heterogeneity can_ltéﬂu
response rate in subgroup i for treatment T £[S Non-unique experimental responses. The etiology of
T = Sdenotes the known standard/historical treatmen€ach subgroup’s heterogeneity is the basis for the
response and T=E denotes the hypothesizeéUbQVPUp construction and is assumed to be unique.
experimental treatment response. In addition, het t GRH is defined as follows. There exists sonxa" for
baseline historical response rate for the histbricaWhich:
response profile be denoted by:

In both classes, experinhenta

T[Si # T[Si' and T[Ei 7 T[Ei' (4)

TG = arg min(Tig;) wheren, #n, , and, #T, such thgt# §.
9

In Eqg. 3, a known covariate exists for which apri
historical response profile can be constructed. i
distribution of historical response rates, givere th
historical covariate, is hypothesized to be coasisin
the current trial. Heterogeneity in the experiménta
response profile is attributed to the different wmno
historical response ratesy, #m,,. The treatment

Furthermore, letn; be the prognostic response
heterogeneity between subgroupand the baseline
historical response; be the predictive heterogeneity in
treatment effect over the baseline treatment effect

3 =argmin(3;)
9
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effects are homogeneous across the subgraipy. . sjze across k stages is denotmﬁZLZ? N

. . . =1 0t
In contrast to HRH, the heterogeneity in Eq. 3, ISFurthermore, let the sampling weights be propostion
quantified through heterogeneous treatment effect% the true population profile, then the generahrfaf

& #9,, where the estimated historical respon.se r_ateﬁwe test statistic for the unconditional stratifieethod
are homogeneous,r,, =m,.. The heterogeneity is js:

measured by the inequality of the treatment effects

between subgroups due to a covariate-treatment 3" (Zg (Ri- - N, T, ))
interaction as opposed to the inequality of hisalri K =——\&== @ (5)
rates as in (2). \/211( ? N (1—Tgi))

The general form of response heterogeneity, GRH,
is a composite of both of the previous classes of
response heterogeneity. The general form (4) occurs
when both the historical response rates and tredtme
effects are hypothesized to be heterogeneous. F
example, under a three subgroup model, historicall
gender, (M,F), leads to different historical respmn
rates, T, = ., =T, and m,=m,, wherem,, #m,. A

Sample size computation and critical value
ermination are completed using an iterative
simulation algorithm with set percentages of Typad

W errors spent in each stage (London and Chan@; 0
)ﬁ’rognostic and/or predictive heterogeneity is medel
through the choice of simulation parameters using
_ . _ _ model (1). A set of stopping boundaries,
biomarker present in males is hypothesized to teaal ((lyul),(lz,uz) ,(Uk)): where (I,u,)are the futility

further differentiation of response rates, malentaoker d eff boundaries f 1 .

present and male biomarker absent, resulting in th81¢ €flicacy boundaries for stage 1 respeciivelg, a

following three possible response models: construct_ed to maintain the target Type | e_md tor
for the trial. The final result is a sample sized aast

statistic(s) based on the estimates for the true

Ty # Tlep # Tleg population proportions of each subgroup, the sargpli
T =T, 7 Tgand (T #TU =T, weights.
T, = T, # T, Since the true population proportions of the

subgroups are not usually known in practice, a rsgco

The prognostic heterogeneity differs betweenform_ _the test statistic was pro_posed, the condifion
gender, n, =n, #n,, with a predictive heterogeneity stratified method. The sample size and outcoméef t
oo trial are conditioned on the sampling weights, as

only .affectmg t_he malesy, #1, and t,=0. The f'_rSt opposed to the true proportions, of each subgroup.
possible experimental response model results ieethr Conditioning Eq. 5 on:

unique response rates. While the remaining two isode
result in two unique response rates with the effiéthe N

. H il nil Nim nim
male biomarker, absent or present, providing theesa ( ]—[ ] ( J ( ]
experimental response rate as for females. When no
information is known about the structure of the S
heterogeneity, it is appropriate to assume a generd can be seen that bot).” >’ mm, and the
class structure.

Nl nl Nm nm

denominator of (5) are constants givem,.....n, ).

Heterogeneity methods: Five methods have been The sum of responses up to the immediate stage m is
developed to handle response heterogeneity in Rhase@symptotically equivalent toand the rejection region
clinical trials. The methods proposed by London anc®f the null hypothesis can be expressed as
Chang, unconditional stratified and conditional Rm > where IS the critical value of the test statistic
stratified methods, account for subgroups withrealyi  for the mth stage. The general form of the tedistim
response, similar to a stratified log-rank testtfiore-to-  for the mth stage of the conditional method is:
event data, under a k-stage design (London andd;han

; ’ . n B
2005). Given a known covariate with g subgroups forp( Ro=p)= Y I-llgl( r.mJT%T (=1 J==  (6)

stages j=1,2,...,m,.. .k, let Rm:ZLZLR” be the i =T
sum of responses across all subgroups up to an
intermediate stage m wherg R the sum of responses The final test statistic for k stages is the suim o

for the ith subgroup in the jth stage. The totahgke  independent random variables:
11
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R,+R,+...+R +...+ R, (Lee, 2009). One such model is the Bayesian
Hierarchical Model (BHM) which assumes a hyper-

In contrast to the unconditional method, manyparameter distribution for the priorgi, to model the
solutions exist to (6) by varying each of the sobgr  heterogeneity and correlation of the parametere Th
) ) N. . joint distribution of all parameters is constructby
sampling weights through[l\l'm}:(n'm] under the combining the data likelihood, prior and hyper-prio
oeomaoan ) distributions:
Type | and Il error constraints. This allows fowae

range of possible accrual scenarios and resulta in f (Rm,y) = I(R [m)p(x | v)p(y)
similar output as the initial output, before makitig w
selection of the minimax and optimal solutions,ttod

Simon (1989) designs. = |‘|?:1|(Ri|m)p(q lv) 1 PW)
The third method, the beta-binomial distribution data prior | hyperprior

has been previously proposed as a model that can fikelihood

account for heterogeneity in binary outcome models . . - _ . .
(Dragalin and Fedorov, 2006). To allow for an irase W_'th_ trl_al decision making using the posterior
in variation of the response over the binomial, adistribution:
subgroup composition is assumed for the responses

where response rates are allowed to vary beta(a, b) P(| R):M
Then R, |r, has a binomial distribution. The marginal ,ff(R-“"l’)decw
of Ry is a beta-binomial with probability function: Due to the intractability and high dimension of
n\beta(r+ a.n- 1~ b; the posterior, MCMC methods are used to compute
P(R = g)z[ 1} {) L bl ’ the posterior probabilities for each stage of thal t
L eta(a,b) (Gilks et al., 1996). The fourth heterogeneity method,

. Bayesian normal-binomial hierarchical model used in
The mean and variance are: Thall et al. (2003) is based on the logit model (Collet,
2003) and is constructed such that:
p
E[R,| = nm and V. @:m(}n%i (- }) i
[R] 4R 1+p 6, :|ogit(n)fi N(u,02)

_ _ (7)
with @ :(u,oz), H~NQ, $,>) ands® ~Ng, ¢,>

where, 1= ib' The parametep is the correlation
a

The subgroups are assumed to be exchangeable

between th_e response rates and_ guantifies the_ ®XCEHplying no a priori prognostic difference in resge
heterogeneity in the response profile above therbial | ;ioc The heterogeneity is assumed to be preglictiv

distribution. Ifp = 0, then the variance of, Regenerates One advantage in using the Bayesian approach is
into the binomial variance. After estlmat|on _of the the existence of within subgroup stopping boundarie
parameters (a,b), the sample size and test statigin be  5)jowing for partial subgroup efficacy/futility as
calcula_ted based on the type of difference to tectkd opposed to a global boundary, e.g., Simon or London
(Hendriks et al., 2005). It should be noted that the 554 Chang methods. As such, a set of identicalimvith
estimation of the parameters_does not require suipgr subgroup stopping boundaries, due the exchangsabili
source knowledge, prognostic or predictive, abbet t of the subgroups, are constructed for each stagkeof
heterogeneity; only the estimated amount of vamtati s Once all the patients in subgroupre evaluated,

To implement Phase Il designs from the frequentistjity and efficacy stopping boundaries are agglfor
perspective, a fixed response rate, whether aesiageé g subgroup:

or response profile, is specified. Alternatively, a
Bayesian design incorporates a level of uncertaiimty P, >, | datax (8)
the fixed rate by assuming that the response idoman ' '
through the use of prior and hyper-prior distribog. A

primary design principle of this approach is thae t and
parameters of the response are not independent, but
correlated similar to the beta-binomial distributio F(%i > Tsi [datajg 9)
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using the data from all subgroups to determine if a@&or the complete hyperparameter algorithm and the
particular subgroup portion of the trial should belogic for their assumptions (Wathenal., 2008).

stopped or continue accrual until the next decigioimt Once the priors have been computed, the posteriors
using an appropriately small value forahd a large are constructed using MCMC methods. Subgroup-
value for u. The values for the boundaries are llysua specific stopping boundaries are then constructed
chosen to give good operating characteristics whesimilar to (8) and (9) where the subgroup specific
compared to a frequentist design. Each subgrougihas stopping boundaries; (i) are subgroup dependent on
identical stopping boundary similar to running Mplé  the prognostic effect as opposed to the BHM model

simultaneous trials with the conditioning allowitite  \here the boundaries are identical.
sharing of information across subgroups and

minimization of resources by using the data froin al
subgroups to determine individual subgroup outcomes
The fifth method, Bayesian normal-binomial
regression model or BANCOVA model, was proposed  Five methods, including the standard Simon
by Wathenet al. (2008). To compare the model with design, were compared using a set of performance
the earlier heterogeneity notation, the model wasgriteria, type of trial design, classes of applieab
reparameterized. The model: heterogeneity, types of stopping boundaries appkga
allowance of partial efficacy/futility, effect undéack

RESULTS

Iogit(nTg(e)) =g+ " {n+TI(T =E} (G =0) (10)  of heterogeneity, sample sizes computation, roksstn
under parameter misspecification and computational
is constructed with n,=0 for interpretational time. A summary of the comparison criteria and ltesu

convenience. It should be noted that the rangetheof are in Table 1. , ,

parameters are not consistent between the hetesiogen 1€ class of heterogeneity that is accounted for
model (1) and the model (10) which the models meaf? €ach method varies and should be the starting
response rate on the logit scale. Model (10) has nB0intin deciding the appropriateness of a mettwd f

assumption on the structure of the variance asadein & given problem. The conditional stratified methoq
can accommodate all three classes of heterogeneity,

iid
(7), whereg, =logit (1)~ N(u,0%) is assumed, modeling hile the unconditional method relies heavily on
the mean response as opposed to both the mean aagcurate estimates of the true population proportio
variance of the response. of each subgroup in order to handle ARH or GRH.
The prognostic effect of subgrouggmpared with  The beta-binomial distribution is able to accoumt f
the baseline subgroup, e.g., subgroup Ingiend the all three heterogeneity types. The Bayesian methods
predictive effect for subgroup g 3. To construct the do not need estimates of the subgroup proportions,
hyper-parameters for each of the priors, Theillal. but are designed to only accommodate certain ctasse
(2003) and Wathee al. (2008) developed an algorithm of heterogeneity. The hierarchical method is
assuming small variances for historical priors &nde  designed to accommodate ARH, while the

variances for experimental priors by equating theBANCOVA method is designed to accommodate
moments of a beta distribution to a normal distitlu =~ HRH, ARH and GRH.

Table 1: Comparison of methods under differenteddtto handle patient heterogeneity; Simon 2 stigggn, Unconditional stratified (UC),
Conditional stratified (C), Beta-binomial, Bayesiaormal-Binomial Hierarchical Model (BHM), and Bajan binomial-normal
regression model (BANCOVA)

Analysis method

uc C Beta Normal-B
Criteria Simon stratified stratified binomial Nori¥& BHM BANCOVA
Type of trial k-stage k-stage k-stage k-stage group Group Group
Heterogeneity type None HRH HRH HRH HRH

ARH ARH ARH ARH ARH

GRH GRH GRH GRH
Require subgroup knowledge  No Yes Yes No Yes Yes
Stopping boundary Global Global Global Global, salog Subgroup Subgroup
Partial efficacy No No No Yes Yes Yes
Sample size specified Yes Yes Yes Yes Upper bound ppebbound
Robust No No Yes Yes Yes Yes
Lack of heterogeneity No effect  No effect No effect No effect Minimal effect Moderate effect
Computational time Minimal ~ Minimal Moderate Minimal Extensive Extensive
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Two types of stopping boundaries exist, global andadditional patient resources will need to be aatrue
subgroup. The Bayesian methods allow for subgroumfter trial commencement to meet the original power
specific stopping boundaries while the stratifistda and size constraints. The conditional stratifiedthrod
beta-binomial methods use global boundaries. Irallows for a greater flexibility due to the muliigty of
addition, the BANCOVA model allows for unique possible solutions. The beta-binomial model retias
subgroup stopping boundaries further refining thehaving an accurate estimate for the parametersieof t
boundaries based on the prognostic data fronbeta distribution on which the heterogeneity is
individual subgroups. constructed. Inaccurate estimates will mitigate the

The type of trial may also play a part in the performance of the model. The Bayesian methods rely
selection of an appropriate model for a particularon estimates for the hyper-priors; though the dsthe
problem. The stratified methods are k-stage trialee  proposed algorithms mitigates the bias in the
usual number of stages for this type of trial 8 &ages hyperpriors. The advantage of the Bayesian methods
with unequal sample sizes in each stage deriveth fro over the Frequentist methods is that they do fgtae

the operating characteristics of the method (Choal.,  estimates for the proportion of each subgroup. uehs
2007). The Bayesian methods are group sequentilal withey are more robust to model misspecification.
a length of usually greater than 3 stages with guake While the purpose of this study is to advocate

sample size in each stage (Todd, 2005). To rechee t control for possible heterogeneity in the populatio
time necessary to complete a Bayesian group sdglientthere will be cases where the heterogeneity is
trial, the trial is usually a modified group seqtialp ~ appropriately accounted for in the analysis bubat
instead of waiting until all patients has been eatdd, actually present. The strength of any heterogeneity
after a set number of patients, the unevaluategmiat method under a heterogeneous population must also
are assumed to be positive responses and Eqg. 8 nigaintain strength under population homogeneity. The
computed. If Pii>Tig|data)<1 where the data includes three Frequentist methods are robust under lack of
the unevaluated assumed positive patients, thssgin  heterogeneity; the test statistics degenerate iheo
early determination of futility and can allow tharly ~ standard binomial form test statistic for a homagers
stopping of the subgroup without waiting until all population. The Bayesian methods lose a small atnoun
patients have been evaluated speeding up the triaf power under lack of heterogeneity (Wathenal.
conduct time. The beta-binomial can be used ireeith 2008).
k-stage or group sequential context. The last criterion in method performance is

For the stratified and beta-binomial models, s&mpl computational time. As with other statistical methp
size computation is performed before the trialthe sensitivity and flexibility of a method is ceemted
commences. A minimum sample size is derived fronwith the computational time necessary to attain the
the standard binomial sample size calculation &emt desired characteristics. The unconditional stedifand
iteratively increased until the power and sizebeta-binomial methods use the least computational
requirements are met using the test statistic fier t time. The conditional stratified method has an éase
stratified methods or a formula is used in the addbe  of time due to the multiplicity of the solutionshd&
beta-binomial model. For the Bayesian methods, #ayesian methods require substantial computational
target range is specified with a minimum and maximu time due to the intractability of the posterior
sample size (Thalét al., 2003; Watheret al., 2008).  distribution. Thall et al. (2003) and Watheret al.
The trial is conducted by splitting the maximum géan  (2008) suggest the use of distributed processing
size into sequential groups with decisions madthat systems to speed up the necessary time (Thall.,
end of each group sequence up to the maximum samp®903). This increase in trial resources should be
size. If the maximum sample size is reached anckthe balanced when considering a Bayesian method. This
is not sufficient evidence to reject the null hypetis in  increase in computational cost and complexity magb
a subgroup, the experimental treatment is consideremotivating factor in why the majority of clinicatials
inferior in that subgroup; though no evidence istoday are Frequentist in nature (Lee and Feng, 2005
presented that this choice of sample size selection
minimizes the false positive and false negativegat DISCUSSION

The robustness of all of the methods relies on the
parameters estimates of the methods. The stratified To our knowledge, broadly speaking, five methods
methods are contingent on correctly specifying thecurrently exist for handling response heterogeneity
proportion of each of the subgroups in the popuitati Each method was developed to address a specific typ
through the sampling weights. If this estimatei@sbd, of heterogeneity by optimizing trial resources tigb
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the use of a single trial, an advantage of using@n structure of the response profile, e.g., the sulqgp
the five methods over conducting multiple trialdl. the  into the hypothesis testing. The stratified methodly
methods require one fundamental assumption, theclude global boundaries while the Bayesian method
known existence of subgroups before the trial. include subgroup boundaries; homogeneous boundaries
The stratified methods of London and Chang werdor the hierarchical model and possibly unique
developed to handle a combination of prognostidand boundaries for the BANCOVA model.
predictive heterogeneity for unbalanced subgroups The third critical comparison between methods is
using a single test statistic; rejecting or acegpthe sample size. The stratified methods and beta-hisom
hypothesis of mean treatment efficacy over therenti method determine a fixed sample size before trial
population, a global hypothesis. The beta-binomialconduct while the Bayesian methods rely on a
method was developed to allow for unidentified maximum estimate for sample size. If expectedusdcr
heterogeneity in correlated responses. The Bayesiatan accommodate this maximum sample size, say 100
hierarchical method of Thallet al. (2003) was patients, then the Bayesian methods are applicalble.
developed to account for predictive heterogeneity i expected accrual is determined to be much smalksr,
unbalanced subgroups using identicalubgroup 50, then the Bayesian methods may be precluded as a
hypotheses. The BANCOVA method of Wathetral. suitable method.
(2008) and Thalét al. (2003) was developed to account
for both prognostic and predictive heterogeneitgam CONCLUSION
subgroup specific hypotheses. In both of the Bayesi
methods, the overriding motivation is to allow elrt Each method has a list of strengths and possible
treatment efficacy across the subgroups, an aspeuwteaknesses under different classes of heterogehmty
lacking in the stratified methods. method currently exists that optimizes the compsete
The heterogeneity model provides a criticalof comparison criteria in this study. The stratifie
component for the comparison of methods. Themethods require smaller sample sizes, are only
primary factor in deciding which method is applieab moderately computationally complex and are robust
is determining which class of heterogeneity theadat under no heterogeneity. The disadvantage of the
assumed to follow. The conditional stratified andunconditional form over the conditional form is the
BANCOVA models are the most robust to need to accurately estimate population proportions
heterogeneity. The beta-binomial method does welthrough sampling weights. A disadvantage of both
under all three heterogeneity classes but suffers amethods is the lack of subgroup specific stopping
identifiability problem with the source of heterogéty;  boundaries. While the Bayesian methods, Bayesian
individual components of the heterogeneity are notierarchical model and BANCOVA, require a larger
explicitly modeled resulting in a tradeoff clinibgla  sample size under a non-informative prior and more
loss of information on the source of the heteroggne  computational time, they allow the use of subgroup
A drawback of the unconditional stratified method specific stopping boundaries refining patient eftig
is the reliance of the test statistic an accuratenates characteristics. The beta-binomial distribution rod
for the sampling distribution of the subgroups. If provides a model for a middle of the road altereatd
patient accrual does not match the sampling estenat the other methods. It works under all three clagdes
chronological bias is introduced into the testistia{s)  heterogeneity, is computationally moderate and the
and the resulting test outcome is not valid (Londad  necessary sample size is comparable to the sidhtifi
Chang, 2005; Srivastaw al., 2007). The conditional methods, but lacks the etiology of heterogeneity
stratified method is more robust to accrual divamgs  information of the other methods.
removing the estimation bias by solving for mukipl The limiting factor in the application of all tHieur
solutions. The Bayesian methods do not suffer filoen main methods, stratified and Bayesian, is the aripri
issue of accurate sampling estimation, but suffemf knowledge of the existence of subgroups. Each ef th
the identification of subgroups issue which is anfour methods is dependent on knowledge of the
inherent problem in all of the contrasted methods. distribution of subgroups. If no knowledge is known
Subgroup specific stopping boundaries allow forabout the existence of subgroups, none of the rdstho
individual subgroup stopping boundaries similar towill be able to provide adequate inferences. Intiast,
conducting multiple trials while a global stopping the beta-binomial does not need information on
boundary only allows all subgroup trial termination subgroups, but lacks the ability to differentiatee t
similar to conducting an averaged response tria. A source of the heterogeneity, an important clinasgect
optimal heterogeneity method would incorporate theof the trial.
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Methods need to be developed that can be applieldondon, W.B. and M.N. Chang, 2005. One-and two-
to a problem without any knowledge of the existeote stage designs for stratified phase Il clinicall$ia
heterogeneity that maintain the desirable attribudé Stat. Med., 24: 2597-2611. DOI: 10.1002/sim.2139
each of the compared methods, subgroup etiologyRussek-Cohen, E. and R.M. Simon, 1997. Evaluating
sharing of resources across subgroups, while treatments when a gender by treatment interaction
maintaining the desirable attributes of a Simonigies may exist. Stat. Med., 16: 455-464. PMID:
high probability of early termination in the firstage 9044532
and small sample sizes, if heterogeneity doesxiste  Simon, R., 1989. Optimal two-stage designs for phas

II' clinical trials. Control Clin. Trials, 10: 1-10.
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