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Abstract: Problem statement: Reliability studies are concerned with the studyamnsistency” or
“repeatability” of measurements. Often times (bot @lways) the reliability coefficients are Intrlass
Correlation Coefficients (ICC). Depending on thesida or the conceptual intent of the study theee ar
three types of intra-class correlation coefficiemésmed intra-class correlation coefficients Cas@

and 3, for measuring the reliability of a singlgéenval measure. While methods for sample size
calculations for intra-class correlation coeffidieim Case 1 are available and implemented in Power
Analysis and Sample Size System (PASS); to our kedge, no methods based on intra-class
correlation coefficients in Case 2 and 3 are ab#8laDbjective: Develop a method for calculating the
size of a reliability study based on intra-classrelation coefficients Case 1 and Rpproach: A
practical method for computing sample size usinguations was proposed. We proposed to compute
sample size based on the expected width of theidende interval. For a given target value of the
intra-class correlation coefficient, the proposeethnd chooses the design assures a 95% confidence
interval with average length shorter than a presiigel value. The applicability of the proposed
method in practice for intra-class coefficients €2swas supported by demonstrating three invariance
properties of the proposed confidence intervBlsults: Tables with sample size requirements were
derived and displayed. A program for carrying dwe talculations was developed in R. The method
was used to size a trial aimed to study the rdifglnf a scale that measures the cleanness afdlon

at the time of colonoscopyonclusion: A simple method for sample size calculation forantlass
correlation coefficient Case 1 and 2 based on tkeeage length of confidence intervals was proposed.
The proposed was implemented by the authors inréel¢f available software). Three invariance
properties of the confidence intervals for theanttass correlation coefficients Case 2 were studie
simulations. These properties are an importantwinan considering the design of this type of stedie

Key words: Intra-class correlation coefficients, sample siasdal on confidence interval, reliability
studies

INTRODUCTION implemented in PASS (Power Analysis and Sample
Size System) (Waltest al., 1998; Winer, 1991); to our
Intra-class correlation coefficients are commonlyknowledge, no methods based on intra-class cooelat
used in epidemiology, psychology, sociology andcoefficients in Case 2 and 3 are available. Avédlab
medicine as reliability coefficients. Their area of approaches to calculate sample size for intra-class
application, however, extends beyond these researatorrelation coefficientp are based on power of tests
fields. Reliability studies are concerned with 8tady  for hypothesis it p = po which start from the premise
of “consistency” or “repeatability” of measurements that an hypothesis test will be used. However,roite
Often times (but not always) the reliability coeféints  reliability studies the focus is on estimation loé intra-
are Intra-class Correlation Coefficients (ICC). class correlation coefficients, not on testing. §hu
Depending on the design or the conceptual inteth®f ysing power as criterion for sample size calcutai®
study (Shrout and Fleiss, 1979) describe threestgfe not an appropriate approach. The criterion used in
intra-class correlation coefficients for measuritie  sample size calculations should be a measure dityqua
reliability of a single interval mea-sure, whicheth  of the estimator. Designs based on confidenceviater
term intra-class correlation coefficients Case an@ 3. have been proposed before (Beal, 1989; Cochran and

While methods for sample size calculations forantr Cox, 1957; Daly, 1991; Greenland, 1988; McHugh and
class correlation coefficients in Case 1 are abl#land e, 1984; O'Neill, 1984) however, not for ICC
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coefficients case 2 and 3. In this study we propmse is assumed that th& pbservation yfor targeti (i = 1,
method for calculating the size of a study based oR,...,n;j=1, 2,..., k) satisfies:

confidence intervals of intra-class correlation

coefficients. We apply our method to intra-classyj =H +f+ 1 +0j 2)

correlation coefficients in case 1 and 2. . .
where, [ is the population mean of the measurements

Intra-class correlation coefficientss A generic the random target effects the random rater effects r

definition of an intra-class correlation coefficignis: and the measurement errofs; are independent
normally distributed random variables with meamd a
'True Variance' varianceo’r, 6%y and 0%, respectively. We assume the
'Observed Variance targets and raters are randomly sampled from some
populations of interest. The Analysis Of Variance
Where: (ANOVA) tables for the models in Eq. 1 and 2 are
‘True Variance’ = The variability between the summarized in Table 1.
targets Following the notation in (Shrout and Fleiss,

‘Observed Variance’ = The total variance-true 1979), several key results on the estimation of(ICD
variance plus other variance and ICC(2,1) are summarized next.

In many cases, but not always, intra-classicc(1,1) coefficient: Coefficient. The interclass

correlation coefficients are reliability coefficksn  correlation coefficient ICC(1,1) is defined as:
Depending on the design or the conceptual intetihef

study (Shrout and Fleiss, 1979) describe threesetasf _ o

intra-class  correlation  coefficients to measurep‘m )
reliability, which they term Case 1, 2 and 3. Irtlea

case n randomly chosen targets are rated by ksrater  As a measure of inter-rater reliability, the intra

with the distinction that for Case 1-each targetai®d  class correlation above is the proportion of total
by different raters, for Case 2-the same ratees@ath yariance in observed scores accounted for by the
target and for Case 3-all possible raters rate &aget.  sybject-to-subject variability in the true, unobset

For each of the three cases above, Shrout andsFleigcores. A consistent (biased) estimate of thisfinoerft
(1979) further distinguish two cases: First in whtte s (Shrout and Fleiss, 1979):

aim is to estimate the reliability of a single ngtiand
the second in which the aim is to estimate thabdlty . (BMS-WMS)/k
of the average several ratings, thus resultingtotal of p= (BMS-WMS) / k+ WMS
six ICC’s. The above mentioned authors coined the
notation ICC(l,m) for these coefficients, where & i Confidenceinterval: A 100(1-ff)% confidence interval
number of repeated measurements from the same raffeyr this parameter is presented by Fleiss and $hrou
on same target and | = 1, 2, 3 is the case. Insthidy  (1978) and can be expressed as:
we will only refer to ICC(1,1) and ICC(2,1). For a
different categorization of various ICCs also (MaGr Cl(a) = {L(a) <p < U(a)}
and Wong, 1996).
Variances entering the definition of ICC(1,1) andWith the lower bound:
ICC(2,1) are estimated with a one-way and two-way
random effects ANOVA, respectively. For Case Isit i L(a) = Po/9e@-a/2n-1n(k 1) 1
assumed that thd" jobservation y for target i (i = 1, P,/ de@—0a /2,n= 1,n(k- D} k- :
2,...,n;j=1,2,..., k) satisfies:

Table 1: ANOVA table for case 1 and 2

Yi = u + 1+ 0 1) Expected MS
where, W is the population mean of the measurement% . Cgsel CTaSGZ

. ource 0 ne-way wo-way
the rando_m target effectsand the mgas_urement errors .- . vion DE MS  random effects  random effects
O ~are md_ependent, normally _dlstrlbuted rg;memE;etv\,een targets n-1 BMS ok + o ko% + 0%
variables with mean 0 and variane®; and o?y, Within targets ~ n(k-1) WMS ¢y -
respectively. We assume the targets are randomlpetweenraters k-1 IMS - oh+0%
sampled from some population of interest. For Cage Residual (n-1)k-1) EMS - o%
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and the upper bound: Where:
Ua) = P,/ qe@-0a /2,n- L,n(k- 1))y 1 L(a) = n[BMS - g (1;‘;JM/S2J;H— 15 )EMS] (5)
Po/Ge(-a/2,n=Ln(k- D) k1 q-(-a/2,n- 15{ }+ nBMS
(kn+k-n)EMS
Where:
Po = BMS/WMS and

g = (1, I, m) is the 100(1x)% percentile of an F

distribution with | and m degrees of freedom nlg:(1-a/2%,n- 1)BMS- EMS]

U(a) =

(6)

1-a/2
KIMS+ (kn+ k- n)EMS* nq( a ] BMs

A study of various confidence intervals for 5n-1

ICC(1,1) is presented in Donner and Wells (1986).

The confidence intervals proposed in (Cappelleri
and Ting, 2003)improve slightly on coverage over the
intervals proposed by Fleiss and Shrout (1978),
however, the improvement is not great and we vatl n

, be using them here. An approach to inference for
p= O+ 4) ICC(2,1) based on a generalized variable model have

o’ + 0% +0%, been proposed by Tian and Cappelleri (2004).

ICC(2,1) coefficient:
Coefficient: The intra-class correlation coefficient
ICC(2,1) is defined as:

As a measure of inter-rater reliability, the intra Sample size calculations based on ICC(2,1): In
class correlation above is the proportion of totalreliability studies, the main aim is not testingtbu
variance in observed scores accounted for by thaccurate estimation. For this reason sample size
subject-to-subject variability in the true, unobsstr calculations should focus on precision rather than
scores. A consistent (biased) estimate of thipower (Beal, 1989; Daly, 1991; Greenland, 1988).

coefficient is (Shrout and Fleiss, 1979): Design based on confidence intervals have been
proposed before in (Beal, 1989; Cochran and Cox,
. (BMS-EMS)/k 1957; Daly, 1991; Greenland, 1988; McHugh and Le,

p= (BMS—-EMS)/ k+ (JMS- EMS)/ i+ EMS 1984; O'Neill, 1984)but not for ICC(2,1) coefficients.

Confidence intervals and sample size: Designing a
study is an involved process. Sample size justiica

is part of the design. The traditional approackample
size calculations is based on power. This approach
starts from the premise that a test of hypothedlisher
used. Hypothesis testing and confidence interveds a
closely related. For instance, when a 108)%
confidence interval is constructed, all values e t
interval are considered plausible values for the
parameter being estimated. Values outside theviter

Confidence interval: Constructing a confidence
interval for this parameter is more difficult besadit is

a function of three independent quantities. An
approximate 100(%)% confidence interval for this
parameter is provided by Fleiss and Shroutl2 ahest
complicated form. We first set-up some notatiort. de
(1-a, I, m) be the 100(tY% percentile of an F
distribution with | and m degrees of freedom, let:

Po = JMS/EMS are rejected as relatively implausible. If the eatif the
parameter specified by the null hypothesis is doeth
and let: in the 100(1e)% interval, then the null hypothesis
cannot be rejected at the 108 level. If the value
52 (k-1)(n-DPp, + n(1+ (k- 1p )~ B } specified by the null hypothesis is not in the indd,
- (n-1)Kp?p? + [n(1+ (k- 1p)- BT then the null hypothesis can be rejected at the%dl00

level. Over the past decades many editorial bolaagds
] ) ) . ) recommended that in the analysis of data, confidenc

expressed as: confidence intervals are warranted. In spite of #fiift
in the presentation of the data many studies coatin
Cl(a) ={L(a) <p < U(a)} use power or minimal detectable difference as the
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criteria for sample size calculations. Estimates ofguess-estimates for two of the three variance
sample size based on confidence interval can be quicomponents. Assuming that extra information
different from the estimates based on power depgndi (estimates) can be elicited, we can use Monte Carlo
on the criteria used for sample size -calculationsimulations to simulate from the distribution ofeth
(Greenland, 1988). Different criteria for sampleesi ‘approximate’ confidence bounds presented in Eq. 5
calculation based on confidence intervals have beeand 6 and calculate the appropriate sample sizgyusi
proposed. For example, Cochran and Cox (1957)}he following steps:

McHugh and Le (1984) and O’Neill (1984) propose

using expected width of confidence interval, wileal + Simulate data;y according to the model in Eq. 2
(1989), Daly (1991) and Greenland (1988) propose and calculate BMS, JMS and EMS

different concepts of ‘power’ for confidence intahin ~ « calculate the expected length of the confidence

calculating sample size. Beal (1989) proposes $leeofi intervals for a variety of n and k values

the conditional probability that the half length af e« Choose the design (n and k) which results in a
confidence interval is smaller that a preset vaiven confidence interval with expected length smaller
that the interval includes the true value be useda than a valué\

criteria for sample size calculations. Greenlan@3g)

introduces the concept of ‘discriminatory powert fo The method as outlined above is rarely practical.

calculating sample size based on confidence intervarhe amount of information needed is rarely avadabl
and Daly (1991) proposes to translate the standarMoreover, even if all the information were avaikali
methods for calculating sample size based on pow@r s not clear that the proposed method has anyatesir
the confidence interval framework. Kupper and Hefne properties: for example, the property that the tleraf
(1989) for an evaluation of the performance of damp confidence interval decreases with the increasing
size calculations based on confidence intervaisallyi,  amount of information (i.e., n and k).
many authors agree that when the main aim of tdyst
is estimation the average length of the confidence RESULTS
interval can be used as an criterion for sample siz
calculations (Beal, 1989; Daly, 1991; Greenland38t9 Next, several properties of the confidence interva
Maxwell and Kelley, 2007). of ICC(2,1) are investigated. Armed with these
properties, a new method is proposed. More pragisel
MATERIALSAND METHODS through a simulation study we examine whether a
scaling invariance property holds for the approxena
We will concentrate on sample size calculationsconfidence interval and whether the expected leo§th
based on ICC(2,1). The method proposed by Wetl@r ~ the confidence interval decreases with the incredse
(1998) applies only for the designs where the intess  either n or k op. Also, we examine the dependence of
correlation coefficient is derived from a one-waythe average length of the confidence interval o th
ANOVA, hence not for a design based on ICC(2,1).ratio fr e(0%/0%).
The authors state “A treatment of sample size
calculation in the two-way ANOVA cases, taking rate Properties of confidence intervals for 1CC(2,1):
effects explicitly into account seems needed,...”Properties of the confidence interval for the ICT}2
Kraemer (1976) considers reliability in a two-way are examined through an extensive simulation study.
ANOVA framework, however the definition for the We considered scenarios in whickk&10, kn<30,
intra-class correlation coefficient is differenbfin the  p>0.6 andp/(1-p)<rr<40. Note that, for a givep, the
traditional definition; in her definition the rater ratio kg is lower bounded byp/(1-p) because
variability is excluded. _ 0<0%/0% = (Llp-1)rr e-1. For each combination of n, k,
We propose to compute sample size based on the and ., in order to calculate the expected length of
expected width of the confidence interval. Thethe approximate confidence interval proposed bissle
proposed method can be briefly outlined as follo®:  gnd Shrout (1978), we first simulate datpaccording
a given target value gf design a study (choose n and to the model in Eq. 2, then calculate BMS, JMS and
k) that will assure a 95% confidence interval with EMS, then calculate the approximate bounds accgrdin
average length shorter than a pre-specified vélue to the formulas in Eq. 5 and 6 and then average tine
This method is readily applicable for ICC(1,1) wher simulation results. For each scenario we use 1,000
the only parameter needed is the taggetowever, for simulations. The simulations are run using the R
ICC(2,1) besides the target we would also need package (The R Development Core Team, 2005).
4
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Fig. 1: Scale invariance (n =30, k=4gF 4, 5= 3) Fig. 2: Average length of confidence intervals as a

_ _ o function of ke (N =20, k=7)
Scaling property: The formula in Eq. 4 defining

ICC(2,1) can be written as:
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that is, this coefficient depends ofy, 0% ando?: only

through the ratiosfz and 5= 0*/0%). The question
is whether the expected confidence interval inhiet
above scaling property, that is, will differentptets 900,
0%, 6%y ando’e with the same ratios«(g and § 9 result E”‘-‘!'?E‘f??;;;‘;;ggg‘;ﬁ:;{g_;z_,:é'g';;;;;;_;"
in the same expected confidence intervals? Figure 1 R eaIE IR LINNREERIRARA
shows the results for n = 30, k = 4g= 4 and yg = 3.

Similar results were found in all other scenarios w

considered. Simulations support this scaling priyper ' ' \ ‘ ‘

10 20 30 40 50

06

++
ey

04

Average length CT

tttes
Frrg ae

0.2

00

for the confidence intervals. In other words, therage Sarmple size
confidence interval depends @, 6°; and 6% only
through the ratiosrf and 5 Fig. 3: Monotonicity-length of confidence interval

Dependence on ryg: Turning now to the dependence averaged over a range of variance ratios

of the average confidence interval gr,rfor given n, k

and p, simulations will be run for a set of ¢ values. These results indicate that, increasing the nunaber
Figure 2 shows the average length of confidencdargets or/and raters will provide a narrower aderfice
intervals as a function ofrg for n = 20 and k = 7. interval and, everything else being constant, treage
Similar results were found in all other scenarios w length of the confidence interval for a valpgwill be
considered. The conclusion is that the averagetheng smaller than the average length of the confidence
increases with the variance ratiger however the jnterval corresponding to a valpg<p;.

increase is not big and it plateaus. The scale invariance property of the average

Monotonicity: The next task is to assess if the averag%pprox[mat? cfor;]fldencgl |n|tervaf: redléce.zm the
length of the confidence interval decreases witd thdMmensionality of the problem. In other words,
increase of either the number targets n, or thebearaf ~ ©f having to_input into zthe calculation two paraerst
raters k or the magnitude of the coefficigntFigure 3  (two of thea™, 0%, ora”g), the input of only one (one
shows the average length of confidence intefwal Of the kg or 1) is necessary. The average length of the
n=10; 20 and 30, k = 4; 7 and 10 apd= 0:7; confidence interval increases with the ratig.rwhen
0:75; 0:8; 0:85 and 0:9. The average over a widgega one of these ratios can be elicited from a pilotgt

of rrg values has been used to construct thishgrap the sample size can be calculated using aiiouls;
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in practice, however, it is often difficult to olrtgprior e g AT Ll
estimates of these ratios (Walter al., 1998). Even . ﬁ%z-;_m—; g e | melt]
when this is possible, the estimates come with blggunm\::+ E““‘*E‘Zii waf\\\:sz
uncertainty as they are either obtained from sipitok A R ns—:\::: 5 nHQ::i
studies, or they are adopted from studies on differ = o Foad T | & m"\:::
measures and assumed to hold approximately true fol o+ . Joee ‘ Jooed ‘ .
the measure under study. Therefore, when these ° iwiw R Yo
estimates are not available, the average confidence  _ ras:co-s O .11
interval for a range ofrf values will be calculated. NS - T EFE;
Thus, a more practical approach is the followiray: & gﬁnolfx&i::% % o k::: g.,wj\zj{ﬁ_f
targetp and fixed k, calculate n that assures an average y o, f~ # 03_:\:\—\2 F wsﬁ
confidence interval length that is smaller tharafugA L I I I I (S
following the steps: od ) ed ] ] o

‘ Targets () * ' Targrets (n) ? ) Targ’ds () ’

» Choose a range of likely values fezrand chose a _ _
set of values (i.e., a grid) that spans this range ~ Fig. 4: Example-average length for confidence irats

+ For atargep and the set of values fofgas above The mini ber of col . ded t
simulate data y according to model in Eq. 2 and e minimum number of colonoscopies needed to eassur

calculate BMS. JMS and EMS an average length for the 95% confidence interval

» Calculate the expected length of the confidenceSmaller thanh = 0'3 was determined to be 19. If we
verage over a grid of values between 3.5 and 6

intervals for a variety of n and k and then average‘ﬁ,
over the grid of ¢ values with A = 0.3 and k = 10 raters, we would need n = 25

(éolonoscopies. The latter estimate for the numtfer o
colonoscopies might be more realistic given the
uncertainty around the estimate feer

» Choose the design (n and k) that gives a confidenc
interval with length smaller thah

Based on our experience this method will result in
a conservative estimate of the sample size. Whisn th
approach is used we would recommend usihg
between 0.3 and 0.5. Smaller values will often ltesu
sizes (n and k) that are too large to be practakript
in R is available from the author upon request.

DISCUSSION

The design for reliability studies have not been
well studied. In Kraemer (1976) addresses the prabl
of sample size calculation for a design based ab IC
derived from a two-way ANOVA, however, the
. ] author’'s definition for the intra-class correlation
Example: A clean bowel is crucial to a successful coefficient is different from the traditional deifion.
colonoscopy. A dirty colon can preclude the doctorThe method proposed by Walter al. (1998) applies
seeing polyps. That is why prior to a colonoscopyonly for the designs where the intra-class corihat
procedure, the patients are asked to drink a bowelpefficient is derived from a one-way ANOVA. Hence
cleaning medicine. Lagt al. (2007) propose a scale that a method to deal with ICC(2,1) was needed.
measures how clean the colon is at the time of A method for sample size calculation for intrassla
colonoscopy. A pilot study was conducted for a pegal  correlation coefficient ICC(2,1) based on the agera
Bowel Preparation Scale to inform the design of aength of confidence intervals is proposed. A tange
rellablllty StUdy to asses the rellablllty of theate. and an estimate for one of the ratiQE orrye has to be
Results from a pilot study suggested a reliabilityspecified. In this study we chose to concentratethe
coefficient of around 0.77(. =3.6,7,=0.4). The main  parameterizationp{ rr ) however the method could be
goal is determine how many colonoscopies and ratergasily be applied for cases when prior informatien
are needed to ensure on average length for a 95@&vailable on yein which case the parameterizatiqn (
confidence interval of 0.3 or less. The resultsttef 1) is more appropriate. The length of the confidence
calculations are shown in Fig. 4. By increasing theinterval varies the most with the target and
number of raters (k) from 5-7 or from 7-10 we dd no decreases with the increase of either the number
gain much. In other words, most benefit in power istargets n, or the number of raters k. Our studyasho
obtained by increasing n; a similar result holds fo that the length of the confidence intervals vatitle
ICC(1,1) (Walter et al., 1998). As the principal with rrg. In the absence of this information, an average
investigator was able secure ten raters we choesik over a range of plausible values of may be obtained.
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Table 2: Number of targets k) for average length of confidence investigator might be hoping for almost perfect

interval to be bounded by R reliability (i.e., p>0.8), however he/she would want to
Confidence leve be able to tell that the reliability is substant{ak.,
a=0.1 a=0.05 p>0.6). Our approach could be adapted to this sdnati
by using the methods by Greenland (1988).

A p=06 0.7 08 06 0.7 0.8

k=3:

0.2 >50 48 28 >50  >50 38 CONCLUSION

03 32 24 14 45 32 20

0.4 18 14 14 26 20 14 A simple method for sample size calculation for
k=5: intra-class correlation coefficient Case 1 and baon

0.2 50 37 23 >50 >50 32 lenath  of fid int |

03 24 18 14 32 24 16 e average length of confidence intervals was
0.4 14 14 5 19 16 14 proposed. The proposed was implemented by the
k=7 authors in R (freely available software). Three
0.2 44 32 20 >50 46 28 invariance properties of the confidence intervalsthe

0.3 20 16 14 28 22 16 ol lati flicients C 2 werglist

04 14 14 7 16 14 14 intra-class correlation coefficients Case 2 weteli

K = 10: by simulations. These properties are an importoot t
0.2 40 30 20 >50 42 28 when considering the design of this type of studies

03 18 16 10 26 21 14

0.4 10 10 10 16 14 10

ACKNOWLEDGEMENT

This method will result in conservative estimatéshe
size of the study. An R script is available frone th de
author upon request.

Our approach is also applicable to designs based
ICC(1,1) and a table for required number of tardets
achieve an expected length of a confidence interval
bounded bw is displayed in Table 2.

We do not address in this study the problem o
sample size calculation for ICC(3,1) based on
confidence interval. In Case 3 the raters are neotlas
fixed effects and a confidence interval for ICCj3sla
function of the raters’ effects. Thus, to implement
similar approach one would need to elicit prior
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