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Abstract: Problem statement: Real-time Transport Control Protod®TCP) protocol has been the
subject of various criticisms due its problematarfprmance in large-scale networks. S-RTCP is a
protocol with high potential as it has proved to dl@e to solve many problems of RTCP. It has
numerous flaws on its own. This study aimed atidgalith flaws of S-RTCP and improving it in
terms of stability and packet los&pproach: A new proposed scheme was designed. Modifications
included designing multi-manager scheme, improyiaent-seeking procedures, reducing distribution
of request packets, reforming the design to bepeddent from TTL, adding methods to check on sanity
of manager nodes. This study considered packetdtissof below 2% as desirabResults: ER-RTCP
comparing to legacy RTCP in terms of packet lodagudS-2 in four different scenarios revealed
improvements between 73 and 88% for various scemdltialso kept packet loss rate below 2% for all
scenarios. Comparison of ER-RTCP to S-RTCP shoWwatildased on different (stability of each
single manager) values, ER-RTCP was more stablé stsowed more resistance to entire scheme
breakdown f§). ER-RTCP's parent-seeking procedure, as modetethasio revealed a packet
generation reduction of 97%, compared to S-RTCIR'accurrence of parent AG leave or loss, ER-
RTCP reduced request packet generation by 95%walce of AG dismissing in ER-RTCP, avoided
occurrence of packet loss, as sample scenario sh8WRTCP experiencing packet loss of 3.5% while
ER-RTCP kept packet loss at zero in the@gnclusion: Proposed design improved S-RTCP in terms
of reduction of packet loss and stability.

Key words: RTCP, scalable-RTCP, hierarchy, stability, packss] TTL, network simulation, NS-2,
error-sensitive

INTRODUCTION the number of nodes that are allowed to become
children of manager. This causes two major problems
Real-time Transport Protocol (RTP)s a famous in large-scale sessions; congestion at links cdedeo
network protocol for real-time transportations. RIBP  manager and processing overload. First one is dause
bundled with Real-time Transport Control Protocoldue to unlimited number of AGR packets sent to
(RTCP). RTCP is the control protocol of RTP, mainly manager, while second one is due to heavy burden of
responsible for tasks such as Quality-of-ServiceSQ  processing a massive amount of AGR packets. Also, S
adaptation, synchronization and so on. RTCP haRTCP is heavily dependent on TTL field which, as
proven to be a weak protocol when it comes to largeshall be explained in detail, uses bandwidth sub-
scale scenarios. Main problems associated withclega optimally. It also causes some incompatibility ssu
RTCP are initial feedback flood, bye flood, excessi with some of the routing protocols. Finally, S-RTCP
feedback delay, storage state and unnecessary RTGRheme is completely unstable to failures of manage
RR packet reception. as no precautions have been considered for
Among the solutions proposed for RTCP’s in-circumstances that the manager fails for some reaso
competencies, S-RTEP! has proved to be able to such as an OS crash. Therefore, failure of manager
solve many of the problems associated with RTCPsimply results in failure of the entire S-RTCP stiee
However, S-RTCP introduces new problems on itsThis study makes an effort in improving S-RTCP by
own. The root of many of these problems is singilar proposing series of reformations and new features,
of the manager. In S-RTCP, there are no limitsfeet terms of stability and packet loss.
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T AG-0 responsibilities of AG-0. Therefore if some unexpec
femngn) event occurs to AG-0 (e.g., a crash of operatirsgesy)
and it fails, the S-RTCP session will fail as wathce
the scheme is entirely dependent on a single AG-0.

Dependency on TTL field: In order to be able to
traverse inside the hierarchical tree of nodes, e.g.
perform ring searchifd, S-RTCP makes use of IP
header’s TTL field. TTL scopin@, can be troublesome
at certain situations. For example, it does nobvall
overlapping regions. Also it conflicts with somauting
protocols such as Distance Vector Multicast Routing
Protocol (DVMRP).

members

Fig. 1: Hierarchical structure of S-RTCP MATERIALS AND METHODS

Introduction to S-RTCP: S-RTCP applies a multi- ER-RTCP, contributes to error-sensitive real-time

level hierarchical architecture to RTP session riaheo systems. ER-RTCP improves stability of the session
to anange RTP ~ session participants and theijyhiie decreasing packet loss. These characteriaties
report&™. S-RTCP uses hierarchy to restrain RTCPggpecially welcome in real-time systems that héee t
RR reports in smaller groups, as Fig. 1 shows. least tolerance on packet loss, e.g., multi-play@ne

In short, S-RTCP scheme claims to benefit fromgaming systems. In order to improve utilizatiorRIFCP

advantages compared to legacy RTCP such agjackets, a new scheme has been designed which has
Elimination of storage state problem, feedback repo paen inspired from S-RTCP, but comes with major

sent with minimal intervals, effective bandwidtrags, improvements in many terms, especially stabilitg an
decrease in number of redundant packets, updatedq,ction of packet loss.

statistics for administrative purposes. In ER-RTCP, as Figure 2 shows, nodes are

virtually arranged in a hierarchical tree ordereTee
rrangement is based on the type of each nodenwithi
TP session. In ER-RTCP, the height of the
hierarchical tree has been fixed at three levelss s
unlike S-RTCP scheme in which the depth of the tree
can be variable, resulting in generation of longer
hierarchical tree, thus higher traverse times farkegts.
At the top of hierarchical tree, which is leveli§,
the main manager (main AG-0). At level 1, there are

Congestion:In case numerous AGs become children ofother AG-0s, including secondary AG-0. Level 2l t
AG-0, congestion is likely to happen at AG-0 linkisie tree consists of AGs and finally, the leaves o$ tinee

to burst of AGR packets being sent to AG-0 regylarl are normal members. The session starts with main AG
This can result in loss of some AGR packets. 0. Then other nodes join in. Secondary AG-0 can be

pre-assigned or be chosen dynamically. Howevereiund

Processing overload: Considering above situation, any circumstances, at least two AG-Os are to bsepte
another potential problem associated with burst ofn the RTP session. ER-RTCP gives the joining
AGRs, is work overload on AG-0. Analyzing the members the option not to operate as AG in ER-RTCP.
statistics information sent by AGR packets involvesThis option can come in handy for members connected
mathematical processing which requires CPuUsing very low bandwidth links.

processing power. Excessive number of AGR packets
leads to CPU overload. Entities in ER-RTCP: ER-RTCP consists of the

following entities, some of which are newly inclade
Error-intolerance: The design of S-RTCP is quite while some others already exist in legacy RTCP -or S
vulnerable to any kind of defects of AG-0. AG-(pie- RTCP.
assigned yet no precautions have been considergd in
RTCP design to let another node take over theNormal member: Any normal RTP session participant.
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Disadvantages of S-RTCP:Hierarchical structure of
S-RTCP includes normal members which are gathere
in local regions, AGs and a single manager (AGha} t
AGs send summarized reports to it. AG-0 is theicstat
center of the structure. Number of AG nodes that ca
connect to it basically is limitless, resultinglimitless
AGR reports sent to AG-0 as well. Considering these
the weaknesses of S-RTCPre
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of multiple managers. By assigning multiple manager
to operate in the session, the new scheme becomes
more immune from unexpected errors and failures. In
ER-RTCP, two new entities have been created in the
family of AG-0s; Main AG-0 and secondary AG-0. All
AG-0s in the RTP session have to be checked fatysan
on a periodic basis. This is the sole responsjbiit
main AG-0 to monitor sanity of other AG-0Os and upon

finding a faulty AG-0; it must take action by digiog

it from its AG-0 status and replacing it with a né-

0. On the other hand, the secondary AG-0 is solely
responsible for monitoring sanity of the main AG-0.

The procedure of looking up a new AG-0 is summoned
whenever one of the following situations occursy (1

The ratio of normal nodes to AG-0Os exceeds a certai
ratio. (2) An AG-0 reaches a very high CPU load
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Fig. 2: The architecture of ER-RTCP

5 5 T =3 threshold. This value again can be set by admnA(3
bits AG-0 experiences an unexpected internal error e.g.,
v=z[ P]RC] PT=208 Length crash of OS. Needless to say, this should be aetdxt
S5RC of packet sender
Children No | Mumber of RRs summarized Max loss other AG-Os.
Awerzse packet loss [loss per node)
SSRC of member with highest packet loss rate Sender’s and neighbor’s list:All members have a list

containing senders, AGs and AG-0s within the sessio
namely sender’s list. Upon reception of either RiEfa
packets or sanity packets from a sender, the ssrgstr
Aggregator (AG): A session participant responsible for shall be populated. The list is populated with ifbeof
collecting RTCP RR packets sent by normal membershe sender, its AG status, as well as its travérse.
(i.e. its children) within its scope. Based on theNormal members and AGs make use of their sender’s
information within these packets, it creates sunimedr  list during the procedure of finding a parent. tidion
reports and sends them to its manager. to sender’s list, all members have a list contajnin
members at their vicinity, namely neighbor’s list.
Aggregator Report (AGR): AGR is the new packet
type which is used by AGs to send summarizedndependency from multicasting or broadcasting
information to managers. Note that AGR packet hagequests: In ER-RTCP, the RTP packets are utilized
been modified from S-RTCP version in order to servefor sending AG status of the senders along withmadr
the needs of the ER-RTCP. It contains informatiechs RTP data. Also in case the AG is not a sender, it
as; Number of children, Total number of reportsduse Proadcasts sanity messages to let other members be
for generation of the current AGR, Average packes) aware of its existence. When a session participant
Maximum packet loss, SSRC of node with maximum€Ceives a sanity packet, it puts the ID of thedsenits

packet loss. Figure 3 shows the structure of pregos AG status, as well as its traverse time, in itsdserist.
AGR packe£ Later, this sender list shall be used for parent AG

selection procedure.

] . . Using this method, all the members will know
Manager (AG-0): It means AG of level zero. Since in about all the AG nodes active within the sessiothwi

the current design, managers are located at leval 1 .00 im packet distribution. By using ER-RTCP,
the hierarchical tree (except for main AG-0), theygseyeral advantages are gained. First, there’s n@ mo
should be called AG-1, but in order to keep basitgs  need for parent-seeking nodes to broadcast ‘sdareh-
in_harmony with S-RTCP, they are still referreda®  parent’ packets in order to find parent AGs. Initidd
AG-0. to that, the problem of redundant reception of reka
The most obvious difference between ER-RTCPfor-parent’ multicasting is completely eliminated.
and S-RTCP’s design is that S-RTCP uses one managehirdly, this procedure is fulfiled much fasterath S-
to handle the entire session, while ER-RTCP makes u RTCP’s.
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Fig. 3: AGR packet structure in ER-RTCP
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Table 1: An example of packet loss history utilizes the parent-seeking procedure. If the tesfuthe
Reporthisoy 1 2 3 4 5 6 7___8 procedure is equal to the current parent AG, ngthin
PL; 3 0 0 1 00 20 10 00 happens and the child keeps on cooperating with the
W, 1 1 1 1 08 06 04 02

current parent AG. But if the result of the procedu

suggests a new parent AG, then the child sends a
request to the new candidate parent and sends a bye
ﬁacket to its current parent.

Parent-seeking procedurein S-RTCP, parent-seeking
members send multicast requests in order to find
parent. No qualification procedure is included e t

scheme as it simply picks up the first cooperap@eent  p;gmission from serving the sessionJnlike S-RTCP,

AG that it finds. It does not take into account thecp brep has taken into consideration that some

fu'tab'“tyt_ of the calr(1dt|dlate pa;ren_lt_hAGl Ircl:l tetrms of members may not want to be considered as an AG
raverse time or packet loss rate. This leads tema  .on4ijate for reasons such as low-bandwidth

seeking node choosing a sub-optimal parent AG. connection (e.g., dial-up connection) that is barel

In ER-RTCP, the parent-selection procedure ﬁrStenough for RTP packet reception. ER-RTCP gives the

chegk(js thehE:ltJ)rrlent n#m?]er Ohf IcgiIQrehn of thle pagent RTP session members the option not to operate as AG
candidate. elow the threshold, It then ca € This ensures that incapable members will be lefhal

packet loss history of the potential candidate. rEactO solely receive RTP packets.
member keeps track of packet loss rate of members
within its neighbor’s list and also sender’s ligtritig
their last 8 transmissions. Then it performs th
calculation by giving each field of packet lossthig a
different weight. The basis of this weighting is

presented #l. Parent-selection procedure chooses theeach other’s sanity and in case of a failure digtect

member with th? :owesé.gacket loss scorle. In case t new AG-0 is added to the group instantly. With the
or more potential candidates get equa SCOres'(e'(‘:]aforementioned precaution, the only way for ER-RTCP

;ero), the procedure uses their jitter value as th?o fail is that all of the managerial nodes faibate.
tiebreaker. Table 1 below shows an example.

The packet loss score is calculated using th
following equation:

Stability: The scheme provides immunity from scheme
€preakdown by starting with two AG-0s. Also in caxde
necessity, e.g., work overload, more AG-0Os can be
added to the managerial group. Also AG-0s monitor

%omparison to legacy RTCP:For this comparison, a
powerful and well-known network simulation tool
. entitted NSP! is utilized. Comparison of the two
> (PL xW ) designs is done by inspecting the performance ef th
i1 two designs in terms of packet loss, under various
scenarios. Note that comparison of ER-RTCP to kegac

Where: RTCP in terms of stability is not applicable. Thdue
PL; = Stands for packet loss at field (i) to the fact that legacy RTCP uses a distributeé@meh
W, = Stands for weight of field (i) and each member performs its tasks without

interference of a superior entity. Simulation fack
Using this equation, the packet loss score fas thiscenario is run 5 times. The final version of NS2 i

example would be: chosen for simulation, which is version 2.33.
For first scenario, a tree-based topology is uasd,
(3x1) + (1x1) + (2x0.6) + (1x0.4) = 5.6 shown in Fig. 4. There’s only one sender, locatethe

root, while other 12 nodes are receivers. The satel

Adaptability: In S-RTCP scheme, after the parent-is set at 500 Kbps and the simulation lasts for 466
seeking member finds its parent AG, it sticks te th Note that this duration is a desirable duratioredum
chosen parent AG throughout the entire session anghany studies involving NS2.
does not look for a newer parent AG, except when  For second through fourth scenarios, a transit-stub
forced to; i.e. when its parent AG leaves. topology is used. As Fig. 5 shows, Transit-stub

In case of a major change in network conditionstopology is hierarchical-based, fixed at two levdts
the scheme cannot adapt itself to the new situation includes transit domains and stub domains, in which
ER-RTCP, each child is responsible to make sure ittransit domains are at the root while stub domaires
current parent AG is the best option available bythe bottom, owned by transit domains. The
performing periodic checks. The interval of this aforementioned topology is chaotic, providing a @joo
periodic check is set to 30 sec by default. Thisc&h resemblance of an unexpected, randonoldgp.
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Fig. 4: The tree-shaped topology for 1st scenario
Fig. 6: Sample topology as viewed by the parent-
seeking member

Each sender sends data packets with data rate2of 0.

- Nl TN Wi Mbps. No non-RTP nodes exist. Each link has the
“ J‘a g o capacity of 1 Mbps.
ple iplsxLink Duplextink
& *”‘D’M‘f— # Comparison to S-RTCP: For this purpose, the two
o’ Nj;m ® . protocols shall be compared in terms of stabilind a
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W’@ . traffic-generation of their algorithms. The resutié
these comparisons shall be presented in results.
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s @ Parent-seeking procedure:To clarify the difference in
T performance of parent-seeking procedures of the two
schemes, the scenario shown in Fig. 6 is utilized.
ER-RTCP, the parent-seeking member finds its desire
Fig. 5: Transit-stub topology used for second thtou candidate parent before sending requests, therdfore
fourth scenario unicasts its request to the desired candidate pdfen
S-RTCP, equation below is used, which takes into
Transit-stub topology is a popular topology, usgd b account the broadcasting of ‘search-for-parenttiests
many researchers in their network simulations. Theyith increasing TTL values:
topology consists of 48 nodes. It has one transit
domain containing nodes 0 to 3, each of which hees o
or more stub domains attached to it. For second
scenario, there is a single sender (node 0) and the
remaining nodes are receivers. All the links witttie )
topology have the similar bandwidth of 1 Mbps. TheWhere' . .
transmission rate is also set at 1 Mbps. The sitiaria i = Number of nodes at hop distance of j from the
is run for 100 sec. For third scenario, same ttesisb parent-seeking qode .
topology is utilized. But this time a total of 8 des T = TTL value at which the parent is foun_d
participate in TCP traffic transmission. TCL noges R = Total request packets generated during seareh-f
chosen in a way that their traffic does not tragers parent procedure
isolated parts of the network. Each TCP node’s send
rate is 0.2 Mbps A S|ng|e RTP sender is presem Wi Dismission from AG Cand|dacy In S-RTCP SCheme
send rate of 1.0 Mbps. Finally in fourth scenario,every normal member may be requested to serve as AG
multiple senders broadcast simultaneously, regpitin ~ mandatorily. ER-RTCP gives members the option to
higher chance of packet loss. Thus, adaptabilitthef ~ dismiss themselves from this. Example below clesifi
scheme in practice is important for good perfamoe.  the outcome.
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Consider an RTP session operating with transfer B=@-0)
rate of 54 Kbps, utilizing S-RTCP. Two senders send
audio and video streams. A member with a 56 Kbps
connection (dial-up) has been assigned as AGast h . : _ - _

20 children, each sends RTCP RR packets to thenpar s 0.02, while for ER-RTCP (considering n = 3),

. ._would be 0.0004.
every 5 seconds. In addition to that, each session
participant, including this parent, receives RTCR S = ) i _ _
packets from senders every 5 sec. Packet size 6PRT Situation under which a parent AG is gone:Leaving
SR and RR packets are 136 and 116 byteQ' sometimes fa|I|ng of a parent AG in RTP session
respectivel{fl. Reception of RTCP feedback traffic for NaPPeNs occasmnally; Parent-seeking procedurs play
this parent per second can be calculated using thi®&i0r role here as it's called numerous times iis th

For example, considering = 0.98,3 for S-RTCP

formula: regard. In S-RTCP, when a parent is gone, eacksof i
children has to broadcast ‘search-for-parent’ ngessa
(PSie X Nepigren )+ (PSRX Negrgerd Upon not finding a parent, TTL value is increased a
5 sec ‘search-for-parent’ is repeated until a parenbisd.
For example, consider the RTP session in which
Where: session contains 50 members, out of which an AG wit
PSw = Packet size for RTCP RR 12 children has suddenly crashed or left the sessio
Nenigren = Number of children for the parent Each node has an average of 4 nodes at its hamdest
PSk = Packet size for RTCP SR of 1, 10 nodes at hop distance of 2 and 14 nodbemt
Nsengers = Number of senders in the session distance of 3. In the end, 2 of the nodes findrtharent

at hop count of 1, 7 nodes find their parent at taynt

Using this formula, feedback traffic for S-RTCP in ©f 2 and the remaining 3 find their parent at hoprt
this scenario is 4.04 Kbps. Adding this to RTP ficaf of 3
reception (54 Kbps) results in 58 Kbps of incoming N S-RTCP scheme, the amount of requests sent
traffic which surpasses the parents link catyaof during this incident is calculated using equatietoty:
56 Kbps. However, in ER-RTCP, when being dismissed
from AG status, they receive RTCP SR packets but no R :Z":ZT:Z':(C )
RTCP RR packets. Using the above formula, feedback L L VN,
traffic for ER-RTCP in this scenario is 435 bitsrpe
second; resulting in 54.4 Kbps of incoming traffic.

Where:
Stability: In S-RTCP scheme, the single AG-0 of the &, = Number of nodes at hop distance of j from the
scheme does not have the option of leaving thémsess parent-seeking node for child C
However, it may crash or fail due to an unexpectedr = TTL value at which the parent is found
event. In such cases, there are no measures cawiden = Number of children that lost their parent

by the scheme to replace the failed AG-0 with a newR = Total request packets generated by children of
one. Therefore, scheme breaks down. ER-RTCP has the lost parent

taken this issue into account as the following eplam
clarifies. Let's considerx as the probability of a
manager working flawlessly throughout an RTP sessio
and B as the probability of entire scheme failure.
Probability of entire scheme failure in S-RTCP is
simply calculated using the following equation:

Using equation, the total request packets gergrate
for the aforementioned examples is calculated as
follows:

R =[2 children x 4 nodes] +
B=1-x [7 children x ( (4)+(10+4) ) nodes] +
[3 children x ( (4)+(10+4)+(14+10+4) ) nodes] = 272
However, in ER-RTCP, there are at least two

managers present. Therefore, for a scheme failure t  In ER-RTCP, the amount of request packets sent in
happen, in worst case two managers must fail at ththe similar situation is: (12 x 1) = 12. This isedo the
same time. Considering n as the number of managerfact that ER-RTCP does not need to multicast reques
the probability of such event may be calculatechgisi and instead it sends a unicast request to its etkesir
equation below: parent.
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RESULTS DISCUSSION

In regards to comparisons between ER-RTCP and As Fig. 9 suggests, ER-RTCP shows Dbetter
legacy RTCP, the statistics obtained from simatati performance in terms of packet loss, compared to
using the four aforementioned scenarios are predent legacy RTCP. It keeps packet loss rate below 2% goa
Table 2 provides the results of simulations of i1stthreshold in all scenarios. Also, ER-RTCP shows a
scenario in which ER-RTCP shows packet lossmore diverse performance compared to legacy RTCP,
reduction of 73%. In 2nd scenario, as Table 3 iey@a as network complexity increases. Additionally, fesu
packet loss reduction of 70% is achieved. In 3rasuggest that ER-RTCP performs better in scenaiats t
scenario, shown in Table 4, ER-RTCP reduces packdtaffic is dedicated to RTP traffic. Comparing te S
loss by ratio of 68%. Finally Table 5 shows in 4thRTCP, ER-RTCP improves stability of session by
scenario, ER-RTCP reduces packet loss by 88%. showing more resistance to scheme breakdown. It's

In regards to comparisons between ER-RTCP antemarkable that stability of ER-RTCP session furthe
S-RTCP, Fig. 7 shows the result obtained fromincreases as more managers are added to the mahager
comparing the parent-seeking procedure of ER-RTCRiIrcle. Dismission of AG candidacy feature conttési
and S-RTCP. to less packet loss rates in low-bandwidth links.

The model presented in regards to dismission of ~ Studying the behavior of the two protocols during
AG candidacy feature shows that in ER-RTCP, AGparent-seeking procedure and occurrence of parént A
node receives 54.4 Kbps of feedback traffic while S leaving, suggests that ER-RTCP highly reducesitraff
RTCP receives 58 Kbps. Considering model’s 56 Kbpgeneration of these procedures, directly resultingss
link, S-RTCP suffers from packet loss rate of atste traffic and therefore less packet loss. It alsdceatble
3.5%, while E-RTCP does not surpass the link capaci that reduction rate becomes higher as sessicmies
thus keeping packet loss at zero, in theory.

Probability of scheme breakdown for the two
schemes according to different valuesxis shown in
Fig. 8. It shows that in response to growth of cesnof
failure of each manager, ER-RTCP provides better
stability compared to S-RTCP.

In occurrence of parent AG leaving session,
scenario shows that ER-RTCP reduces generation of
request packets by ratio of 95%, compared to S-RTCP

200
180
160 |
140 |
120 |
100
80
60
40
20

| —— The new propsed design
S-RTCP

Nodes alTected by request messages

Table 2: Results of simulation using 1st scenario
Legacy RTCP ER-RTCP

Packets expected 73747.00 73998.00

Packets lost 4880.00 136.00 .
Loss rate (%) 0.66 0.18 Fig. 7: Number of nodes affected by request message

in S-RTCP and ER-RTCP

1 2 3 4
Hop distance of parent to child

Table 3: Results of simulation using 2nd scenario

Legacy RTCP ER-RTCP 012 T—— J—
Packets expected 576524.00 579248.00 o1
Packets lost 14071.00 4288.00 The new propsed design
Loss rate (%) 244 0.74 008

Table 4: Results of simulation using 3rd scenario

breakdown ([3)
=
(=]
o

Prabability of scheme

Legacy RTCP ER-RTCP 0.04
Packets expected 477282.00 479749.00
Packets lost 12652.00 3967.00 0.0z
Loss rate (%) 2.65 0.83 0l ) _ : :

099 098 096 054 052 09

Table 5: Results of simulation using 4th scenario Probability of a manager working

Legacy RTCP ER-RTCP flawlessly throughout session (o)
Packets expected 574850.00 576842.0
Packets lost 30309.00 3446.0 Fig. 8: Probability of scheme breakdown for S-RTCP
Loss rate (%) 5.27 0.6 and ER-RTCP, according to different values
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6 3

W New proposed scheme

Legacv RTCP

Packel loss rale (%)
e

= ]

o

m N = 4
2 3 4
Scenario

Fig. 9: Comparison of packet loss rate betweenchega 5
RTCP and ER-RTCP in different scenarios

larger in scale. To sum up, it can be claimed it
RTCP accomplishes its goals of improving stabg#ityl
reducing packet loss.

CONCLUSION

6.

This study aimed at reforming S-RTCP by
improving it in terms of stability and packet loss
reduction. For this purpose, various modificati@msl
new features were proposed. ER-RTCP outperformed
legacy RTCP on all of the simulations. Results atee
improvement rates between 73 and 88% in regards td
packet loss, for different scenarios simulated.
Comparing to S-RTCP in terms of stability, ER-RTCP
proves more stable. Also, ER-RTCP reduced itsitraff 8
generation in parent-seeking procedure by rate of
97%, as modeled scenario showed. In situation of
parent AG loss/leave, sample scenario showed
decrement rate in traffic of request packets of 95%
ER-RTCP allows low-bandwidth members to be
dismissed from serving as AG, preventing occurrence
of packet loss in such members. Calculations based
example scenario showed S-RTCP scheme, b$
assigning low-bandwidth members as AGs, results in
packet loss of 3.5%; while in theory, ER-RTCP kept
packet loss at zero.
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