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Abstract: Problem statement: Encoding is one of the major factors in genetigoathms, for a
complex problem the optimality for the problem &termined. The encoding mechanism is the initial
step which forms the chromosome to form the bdsinfiividuals in the entire population. The
proposed method tries to encode the initial pofmraby the binary encoding and by gray encoding.
Approach: The problem we had identified for the experimeaswa Knapsack p. The chromosomes were
generated for the knapsack problem with randomthadndividuals were clustered into in clusters. In
each cluster the parent was selected and the estlebtomosome was gray coded for further genetic
operators.Results. By implementing gray encoding mechanism, the ewxpat result shows the
improvement in profit when large population wasdusehe results were analyzed for the algorithm by
implementing it by changes in population size, gegnin group size and change in mutation rate.
Conclusion: The Proposed genetic algorithm reduces the exectitne of the algorithm by reducing
one step in the genetic operators to reach thenapsolution. The best fit individual is produceda
simple process by applying a mutation reproduatioerator to the gray value.

Key words: Gray encoding, genetic algorithm, clustering aldjon, encoding mechanism, crossover
and mutation operator, Multi Clustered PARALLEL @é&n Algorithm (MCPGA)

INTRODUCTION chromosome or not. Generally GAs has a number of
operators with its related parameters. The opesator

Multi Clustered Parallel Genetic Algorithm set initially for a GA operation and remain the satifl
(MCPGA) is a special kind of genetic algorithm thatthe experiment is completed. Many researchers have
work under the principle of “Natural evolution and adopted schemes that have the parameters and/or the
Genetics” (Back, 1996). Based on this principle theoperators change during the GA experiment. Thidystu
process which enables the individuals in one géioera will explore how GA adopts itself to binary and non
to modify or improve in the further generations. binary operators. In this study, we have proposedva

The basic principles of genetic algorithms weregenetic algorithm named GMCPGA-Grey encoded
first implemented rigorously by Holland (1975). ider multi clustered parallel genetic algorithm for soly
they simulate the process of GA in natural popotati the 0/1-knapsack problem and compared the
which is essential to evolution. Generally GAsa@aush  characteristics of the algorithm on the basis affipr
methods are used is very difficult to solve a peobfor  and efficiency as parameter.
identifying solutions to a particular problem. GA
attempt to mimic the success of natural evolutign b Knapsack problem: In order to obtain the most
emulating its mechanisms. Essentially, a populatibn reliable and better result, the proposed GMCPGA is
possible solution is maintained and the fittestapplied to 0/1 knapsack problem. Because the kiglpsa
individuals remain in the population and reprodtlee  problem to implement is easy and results can be
best individuals for the next generation are ciekate analyzed quickly.

In the traditional genetic algorithm, the The widely read 0/1 knapsack problem is NP-hard
representation of the chromosome or individuaks gt  in nature and has practical importance. Knapsack
string of fixed length. Each bit position in the problem is defined by a set of items associatet itst
chromosome represents a particular feature of theeight and the profit with each item and the catyasi
individual and the genuine value of the featurelimited to its maximum of the knapsack. The objesti
represents whether the particular feature is aduéite  of the problem is to identify a subgroup of itemisich
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) ifk =1

has the maximum profit of the group with a constrai b
% b 0b, ik>1

i.e. the total weight does not exceed the giveracap
Generally the knapsack is defined as follows.

Given a set of m items and a set of n knapsacks ] . .
with profit B of the item j according to knapsack i;w Where, g is the k, gray code bit andkbinary code
the weight of the item j according the knapsackg a Pit is represented byb The bits are represented

capacity G for the knapsack i: from 1 to n from the MSB position (left). The
symbol [0 represents the addition mod 2 for
Vector: converting binary to gray code.
Consider, 101101 an individual with the binaryngtr

X = (X, X o X, )OO, representation. The equivalent gray value is 110110
Such that: Binary Value: | 0(1=0=1)

D{1,2,....n}:i % <G k/‘

j-1

And: Gray Value :1 1

i.e., 101101 and its equivalent gray code is 110110
By considering the above example, it is noticed
) that in both the binary and gray value the Most
Is maximum, where: Significant Bit (MSB) is same. With this gray code
value when the crossover is applied, it can be Hesn
f () =R X then bits of MSB of the binary code determines the
MSB n bits of the gray card. Thus again when new

And X;=1, if item j is selected otherwise 0. offspring is produced, each offspring can be seea a
resemblance of the parent from which the MSB is

MATERIALSAND METHODS obtained. By changing the (n+1) Gray bit codefiéeth
only the (n+l)st , (n+2)nd. Binary code bits, the
Here, we discussed about the gray code when applied maximum size of the perturbation is same as in the
the genetic parameters and the proposed GMCPGA Binary code case. So, when gray code value is imsed

f, (%) =(f, 0. F,(0),....F, ()

discussed in detail. the genetic algorithm, the crossover is not necgdsa
produce the new offspring.
Encoding schemes: Usually when genetic algorithms The conversion of the gray value to its equivalent

are applied to real world problems, the paramedees binary value is obtained by the following equation:
encoded as a bit of strings using standard encoding

schemes namely, binary encoding , value encoding, b Zk 9

permutation encoding and gray encoding. In which in KK

most of the genetic algorithms binary encoding, the . . .
representation of 0s and 1s is used. The bit sbinbe where, kﬁ IS the b|na}ry value andgs the Gray value
each parameter are combined together to form aesing'cor the K" bit respectively:

bit string called individuals (chromosomes) which

represents the entire parameter in a single veutarh Grayvalue: 1+ (14 4 )
are included in the problem and each bit value Lol
represents a gene value in a chromosome: Binaryvalue:1 0

Grayvalue: 110110
Binaryvalue: 101101

101101

Gray encoding, is a different way of coding
mechanism which contains the property with anMutation: The genetic reproduction operator Mutation
increase in the parameter value by one step camesp is generally used to find the new points in therclea
to a change in the code by a bit. The formula forspace to evaluate. When a particular individual is
converting the binary code to a gray code is givgn chosen for mutation (Cheea al., 2004), an allele is
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chosen by random in the chromosome and the
modification is done on the identified genetic.

In the case of genetic algorithm when binary value
is used , the bits to be mutated are changed fremh O Step 6: Group the clusters together

Convert the offspring to Binary Value.
Calculate the fitness Value.

or from 1-0. Let Ri be the range for the paramgielf
binary value is used, then mutation of th& kit
corresponds to the disruption of2R If Gray value is
used, changing thé"lbit of the gray value can affect all
available bits of the corresponding binary valuendr
the K" bit to the ' bit. Thus the magnitude of the
corresponding disruption can be up tg2R and
disruptions of all sizes from;R" up to this maximum
are possible. The disruption direction is determiibg
the bit value that is mutated. Under binary encgdin
changing the bit from 0 to 1 produces a disrupfiom
MSB to LSB and changing the bit from 1-0 will alveay
produce a change towards MSB.

Proposed methodology: The proposed Gray coded
Multi  Clustered Parallel Genetic  Algorithm

(GMCPGA) produces better profits in the knapsacky

Step 7: Allow the migration of individuals based on
fitness.

Step 8: Until Termination condition is reached r&pe
from step 5.

Step 9: Select the best Individual.

Pseudocode 1: Gray coded Multi Clustered Parallel
Genetic Algorithm

RESULTS

The proposed Gray Based Multi Clustered Parallel
Genetic Algorithm (GMCPGA) is run with various
parameters based on the selection mechanism,
population size, mutation rate for the knapsacljam
and the obtained score is used to analyze thetsesul
ere Tournament selection mechanism is used to

compared with the binary coded algorithm. Theggject the individual from the initial population.

individual chromosome is selected at random froe th
initial population. Usually the initial populationill be
in the binary form. The fitness value for each vitiial

Tournament selection is the mechanism by which the
tournament is conducted for the total number of
individuals in each cluster and the parent is chose

is calculated. Based on the fitness value they likgy, further genetic operators. The initially 100

individuals are combined into a single cluster. i&irty
alike individuals with same fitness value are gredijpo

chromosomes are chosen with an elitism of 10%
(zitzler et al., 2000; Kannaiakt al., 2011; Maulik and

form N numbers of clusters. The selection meChaniS”Bandyopadhyay, 2000; Patvichaichod, 2011). The
(Back, 1996) from any one of the selection mechmanis gxperiment is done many times with varying number
(Goldberg, 1989) is used to select parent in eacl opjects and weights. And the result is analyzed
cluster. The selected individual is then gray codedyng discussed based on the score obtained.

The mutation operator is applied to the converted

parent to produce the new offspring. New offSpri®ig | mpact of population size: By varying the population
converted as offspring with blngry value o caltela size, the optimality of the algorithm can be anadz
theenerr]aet\i/\(l)nmn?l'i?s Val?gce?jﬂ?e Iscgr?t?r?uelg t{;ﬁ Tﬁ;@rhe experiments are carried out with fixed numbker o
generation. s P e Lo objects and the population size varies among the
termination condition is satisfied. The best indival . .

groups, with the number of groups is constant. Fige

is obtained based on the fitness value. h he eff ¢ lati i h
The overall structure of the proposed methodologyt ShOWs the effect of population size over the &cor

is shown in the pseudocode 1. Gray code Multiobtained and also we found that the profit increase

Clustered Parallel Genetic Algorithm. when the population size is increased.
Step 1: Generate the initial population at random. 152000
Step 2: Calculate the Fitness Value for Each intdial.
Step 3: Sort the individuals based on the fithedser
Step 4: Divide the individuals into n clusters lthea
the fitness value.

For each cluster perform the following

—— 100 —@—200

A /"\' A m
Y AV o
/AN
142000

the 1

300
150000

148000

Score

146000

Step 5: 144000

. 2 3 4 5 6 7

No of executions

Using Selection Mechanism, Select 8 9 10 11 12 13 14 15
individuals from each cluster.

Convert the individual to Gray code.
Mutate the Parent Fig. 1: Impact of population size
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148000 4 —®—10 ——20 25 20 and 30 and applied to the low order clustere Th
146000 results are analyzed based on the Score obtainéd wi
s Al . . . ..
o I r H Bem 7 N\ d|ffer_ent mutano_n rates. From the Fig. 3_|t is ebhed
s da000 7 - N gl W that increased in the mutation rate gives the best
Z 142000 performance. Here the mutation is applied onlyow |
140000 - order clusters to have active participation of the
138000 v individual in the GA.
2 4 5 7 2 415
12345678 09101112131415 DISCUSSION
No of executions
The results obtained clearly show that the progose
Fig. 2: Impact of group size Multi Clustered parallel genetic algorithm with gra
value had obtained the better profit when usinggttasy
54000 | —0—10% —@—20% 25% value. The final result of the genetic algorithnpeeds
53000 - upon the genetic parameters applied to the algorith
,, 52000 o Sk ey When using the gray value it is strong enough foap
Z 51000 | gpie o g [ mutation recombination operator alone to the
% 50000 chromosome. From the result, it is concluded that t
49000 algorithm works well with increased group size,
48000 increased population size and in high mutation rate
1 234567 8 9101112131415
No of execution CONCLUSION
Fig. 3: Impact of mutation rate The experiment results show that Gray coded Multi

Clustered parallel genetic algorithm works well in
Impact of group size: By making the other GA increased population with increase Score. Efficjenc
parameters constant, the change in the number & also increased. Improvement in score is achieved
groups for a fixed number of objects and the pdpria when the high mutation rate applies to the low orde
size. Here we had considered the population sid®@s clusters. It is concluded that GA works well when
and by changing the group size to 10 individual®, 2 gray code value is applied. The analysis should be
individuals and 25 individuals in a group. So thlz¢ made with the implementation of binary encoding.
number of group various as 10, 5 and 4 respectivelyHence from the experimental results it is concluded
The Score obtained by changing the group size ithat the proposed algorithm performs well large
shown the Fig. 2. The group size is increased éf th population size with a high mutation rate.
population size increases. From the Fig. 2 it iswsh
that the score is better when the group size ise®a REFERENCES
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