American Journal of Applied Sciences 7 (7): 987,010
ISSN 1546-9239
© 2010 Science Publications

A New Nove Fidelity Digital Water marking Based on Adaptively Pixel- M ost-Significant-
Bit-6 in Spatial Domain Gray Scale | mages and Robust

'Mehemed Bashir AliwaTarek El-Ahmady El-TobelyMahmood M. Fahmy,
*Mohamed EL Said Nasr arilMohamed Hashem Abd El-Aziz
'Department of Computer and Control Engineering,
2Department of Electronics and Electrical Commundcet,
Faculty of Engineering, Tanta University, Egypt
*Department Information Systems, Faculty of Compmugerd Information Science,
Ain Shams University, Egypt

Abstract: The digital watermarking technology is a way to lgahgital information hiding techniques
and prevent malicious and non-malicious attackdetect hidden informatiorroblem statement: The
problems in digital watermarking is that the thnesjuirements of imperceptibility, capacity and
robustness that are must be satisfied but they shlieanflict with each other, accordingly there are
tradeoff between fidelity and robustness. Furtheentbe embed a watermark bits within the pixelsaby
Least-Significant-Bit (LSB) insertion of the covienage in spatial domain technologies, when an image
is being embedded, it shouldn’t cause any visuahgh to the cover image, while almost authors using
LSB insertion to hide a watermark bits within a lembedding errors, whereas the authors are avoiding
to use the Most-Significant-Bit (MSB). Thus theme a trade-off between the embedding error in the
LSB and MSB.Approach: We proposed a new novel fidelity and robust of watek embedding
method that satisfies the requirements and probleatied Adaptively Pixel Adjustment Process based
on Medial Pyramid Of Embedding Error applying i thalling-Off-Boundary in Corners Board of the
cover image set-of-the Most-Significant-Bit-6 iratipl domain (APAP-MPOEE-FOBGRBzs). In addition,

the study provides a comprehensive overview antysiaaof previous methodfesults: Theoretically
analysis of the proposed technique proves thete#aess of the technique in the average of waist end
minimizing the number of embedding error to the hatl the experimental results applied on the rdiffe
benchmark of six gray scale images with two quantdinvatermark bit embedded are compared with
previous researches and was found better. Morewvell different benchmark of test images the
watermarks were extracted from watermark degradamgpval and geometric transformations attacks to
an acceptable degree of similarity function andnadized cross correlatio@onclusion: Theoretically
analysis is proves and in all different benchmagkwatermarks are extracted under malicious ane non
malicious attacks and compared with previous stualy found better.
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INTRODUCTION the message without the end user’'s knowledge. én th
term of hiding can refer to either for information
Digital watermarking is a technique which allows imperceptibility (watermarking) or information secy
an individual to add hidden copyright notices onest  (steganography) means that the existence of a gessa
verification messages to digital audio, video, mage is secret, thus the steganography is the art ofeaiad
signals and documents. Such a message is a group @dmmunication (Yusnita and Khalifa, 2007; Wang,
bits describing information pertaining to the sipoato ~ 2006; Coxet al., 2001). Digital watermarking refers to
the author of the signal (name, place). The tealmiq techniques that are used to protect digital data by
takes its name from watermarking of study or moagy imperceptibly embedding watermark inthe toriginal
a security measure (Coxt al., 2001). Digital data in such a way that always remains present (Neil
watermarking can be a form of steganography (Yasnitand Jajodia, 1998; Mauro and Bartolini, 2004).
and Khalifa, 2007; Lu, 2005) in which data is hidde = Watermarking and steganography are two important
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sub disciplines of information hiding that are @lys archives dates back to 1292, in Fabriano, Italy
related to each other and may be coincide but witliKatzenbeisser and Petitcolas, 1999). The marke wer
different underlying properties, requirements andmade by adding thin wire patterns to the study swold
designs, thus result in different technical solio The study would be slightly thinner where the wiras
(Yusnita and Khalifa, 2007; Coxet al., 2001). and hence more transparent. At the end of 13thucgnt
Moreover the digital watermarking differs from apout 40 paper mills were sharing the study mairket
Cryptography, where cryptography is the art of $e0d  Eapriano and producing paper with different format,
a message by converting it into a secret codedcale 5jity and price (Yusnita and Khalifa, 2007). The
cipher text. The conversion is dqne using an aﬂgm_ digitization of today’s world has expanded the
and a secret key. Of‘ce the receiver receives m.E'C' watermarking concept to include digital approaches
tgxt, he can decode it and conver_t it into plaintesing for use in authenticating ownership claims and
gsngil\éaet;gekﬁp'?ireeérterleb\;?rgnfjltsgznccgn?é;?:%‘;ge protecting proprietary _interests. Digital Waterm'fagk
rouses suspicion and curiosit9n the other hand, the b_egame famous on_ly in the early_of 19.90 the |de_a of
digital watermarking, embedding imperceptible

digital watermarking, unlike cryptography, leavé®t | . . Lo
original medium or data almost unaltered even aftefNformation using digital image(Arnold et al., 2003).

embedding it with the copyright information. Thekael ~ 1his was due to the growth of the Internet. Therimét
eye cannot tell the difference in the alterationeTnain ~ Was a big factor in propelling the growth becalisgal
purpose of using watermarks is to convey ownershipdistribution of copyrighted material became vergyea
protect copyrighted materials from being illegally File sharing technology grew and companies made it
distributed and to prevent various other kindsrafil. ~ easy for users to share for example music and other
In certain instances it is also used in securitycopyrighted materials like video. This cost the
applications like the ID cards or covert communaat entertainment industry in the millions if not inllimins
(Defense and Intelligence applications). On theeoth of dollars of lost revenue. This was one of themgaiy
hand in digital watermarking has the additionalaept reasons for the rapid development of digital
of resilience against attempts to remove the hiddewatermarking. The first publication in 1993, when
data. This is because the information hidden byTirkel et al. (1993) presented technique to hide data in
watermarking systems is always associated to thfnage. The method based on modification to the tLeas
digital object to be protected its owner, while sjgnificant Bit (LSB) of the pixel values (Lu, 2005).
steganographic systems just hide any informationgjnce then worldwide research activities have been
Robustness  criteria are also  different sincgncreasing dramatically and the industrial interést

steganography mainly concerns with detection Ofyigia| watermarking methods keeps growing.
hidden message while watermarking concerns potentia

removal by a pirate. Besides, steganography tylgical General framework for watermarking: In general,
relates to covert point-to-point communication whil any watermarking scheme consists of three parts. Th
watermarking is usually one-to-many (Yusnita andwatermark, encoder (insertion algorithm) and decode
Khalifa, 2007; Katzenbeisser and Petitcolas, 1999).  with comparator (verification or extraction or detten
algorithm). All watermarking methods share the same

; . ; ; : generic building blocks a watermark embedding sgste
History: Although study was invented in China over a4 2lso called (Encoder process or insertion algorntand

thousand years ago, the Europeans only began ' termark recovery system (also called watermark
manufacture it in the 11th and 12th centuries,rafte oyiraction or watermark decoder) shown in Fig.

Muslims had established the first study mills iraBp  (martin and Petitcolas, 2000; Yusnita and Khalifa,
Soon after its invention, Chinese merchants an@Q07: Muhammad and Dot, 2003; Katzenbeisser and
missionaries transmitted paper and knowledge oPetitcolas, 1999; Lu, 2005).

papermaking, to neighboring lands such as Japan.

Korea and Central Asia. It was there that Muslifnst f [ Euceds |

encountered it in the 8th century. Islamic civitina Original \\-atemlked ey
spread knowledge of study and papermaking to Iraq, Image (F) Tmage (7) =)
Syria, Egypt, North Africa and finally, Spain. Most Watermark (W) T Percei\'ecimedia
accounts of the history of study focus either o it Key (mase video and

origins in China or its development in Europe. This
explains why the oldest watermarkedper found in Fig. 1: Encoder process of watermarking
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Decoder Comparator D[f(x,y)v F(ny)] = W’(x,y)
Watermarked [T Extracted [T] Match
e e A watermark must be detectable or extractable
__ Original image (F) § Original Watermark (V) W(x,y) to be useful. Depending on the way the
watermark is inserted and depending on the natfire o

) , the watermarking algorithm.
Fig. 2: Decoder process of watermarking
Comparison process. The comparison process is
depicted in Fig. 2, the extracted payload My’ is
mpared with the original payload )y (i.e., the
yload that was initially embedded) by a comparato
nction and a binary output decision is generaldt:
comparator is basically a correlator depending fon t
comparator output it can be determined if the dsta
uthentic or not, for e.g., Using a Normalized Gros
orrelation (NCC) or Similarity function (SM), wheas
ghe similarity values NCC and SM of about 0.75 or
above is considered acceptable (Ali, 2007; Kanetah.,
'2006; Muhammad and Dot, 2003).

Encoding process: The input to the scheme is the
watermark, the cover-original image F and an option
public or secret key. The watermark can be of an)?0
nature such as a number, text, or an image. The k
used to enforce security that is the prevention o
unauthorized parties from recovering and manipuogati

the watermark. All practical systems employ at teas
one key, or even a combination of several keys. |
combination with a secret or a public key the

secret and public watermarking techniques
respectively. The output of the watermarking schémne

the watermarked imagg §). Mathematically:
Types of digital watermarking: Watermarks and

ElFR..,) kKXW, 1=, watermarking techniques can be divided into various
categories in various ways. Watermarking techniques
Where: can be divided into five categories according ®tipe
Fxy) = Denotes the actual cover image of document to be watermarked as follows: image,
W, = Denotes the watermark image video, text and audio watermarking (Lu, 2005). theo
K = Denotes the public or secret key way, the digital watermarks can be divided intorfou
fxy = Denotes the watermarked image different types according to human perception as

follows, visible watermark, invisible robust wateark,
From the above equation, if the watermarkinvisible fragile watermark and Dual watermark.

insertion process is designed correctly, the result visiple watermarking: The idea behind the visible
media that appears identical to the original whenwatermark is very simple; a visible watermark makes
perceived by a human, but which yields the encoded]ight modifications to an image. The transformatie
watermark information when processed by a watermarkuch that the image can still be seen, but thermaie
detector. is effectively laid over the top of it. One of the

advantages of visible watermarks is ttleaen if an
Decoding process: The decoding process is depicted inimage is printed and scanned the watermark is still
Fig. 2. Inputs to the scheme are the watermarkéd, da visible (Kevin et al., 2005). It is equivalent to stamping
the secret or public key and, depending on the aagth a watermark on study and for this reason is songstim
the original data and/or the original watermarkeTh said to be digitally stamped. An example of visible
output is either the recovered watermark W. Threevatermarking is provided by television channelke li
types of watermarking systems can be identifieceiTh BBC, whose logo is visibly superimposed on the eorn
difference is in the nature and combination of iSpu of the TV picture (Lu, 2005). Invisible watermargira
and outputs. A decoder function D takes an image (c pattern is applied to a file or image so that it is
be a watermarked or un-watermarked image andndetectable by the human eye. With an invisible
possibly corrupted) whose ownership is to bewatermark you can change certain pixels in an insage
determined and recovers a watermark W' from thehis human eye cannot tell the difference from the
image. In this process an additional imagg)fan also  original image the strength of invisible watermaiks
be included which is often the original and un-that the image quality is not degraded or changed
watermarked version ofxfy, this information can be according to the user or consumer. Invisible wateks
referred to as a ‘key” that is the level of availipof  are effective, though, only while the image is igitl
the key in turn determines who is able to read thdorm. If a digital image that has an invisible waterk
watermark. Mathematically: is printed out andhen rescanned, the watermark is
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effectively removed (Kevin et al., 2005). On the other Characteristics of a watermarking: There are a
hand, it is a far more complex concept? It is nafgn  number of important characteristics that watermarks
used to identify copyright data, like author, disttor  exhibit. Imperceptibility: means that the perceived
and so forth (Lu, 2005). Invisible fragile quality of the hostimage should not be distortgdHe
watermarking: fragile are embedded with very lowpresence of the watermark (Ali, 2007). Imperceptibi
robustness (Arnoldet al., 2003). Invisible fragile due to the particular nature of the authenticatask, it
watermarks are ready to be destrbypg random image is usually necessary that watermark imperceptybifit
processing methods. The change in watermark is easy =~ guaranteed. Nevertheless, some applications may exi
to be detected (Yusnita and Khalifa, 2007Yhe fragile  in which a slightly perceptible watermark is allowed
watermarks are used to detect any corruption of an  (Mauro and Bartolini, 2004) Furthermore the
image. In some application, we want exactly the  imperceptibility for hidden information (Bijay et al.,
opposite of robust (Muhammad and Dot, 20Q3The 2005). Moreover the modifications caused by
main application of fragile watermarking is data  watermark embedding should be below the perceptible
authentication, where watermark loss or alteration is  threshold, which means that some sort of percdipyibi
taken as evidence that data has been tampered with  criterion should be used not only to design the
(Mauro and  Bartolini, 2004). Semi-fragile watermark, but also quantify the distortion. As a
Watermarking: the idea is to insert a watermarkhim  consequence of the required imperceptibility used f
original image in such a way that the protectedgena watermark embedding are only modified by a small
can undergo some specific image processing opagatio amount (Katzenbeisser and Petitcolas, 1999). Fdeli
while it is still possible to detect malevolenteaiditions  This refers to the term imperceptible as it is mefé in
and to locate and restore image regions that haee b the literature of watermarks (Yusnita and Khal#aQ7;
altered (Sanghyuret al., 2002; Adil and Noumeir, Mehemedet al., 2009; Bansall and Bhadouria, 2007).
2008). Furthermore watermarks can help localize th&he watermark should not be noticeable to the viewe
exact location where the tampering of the covedystu nor should the watermark degrade the quality of the
occurred (Lu, 2005). Watermark is semi-fragile tif i content (Coxet al., 2001; Muhammad and Dot, 2003
survives a limited well specified, set of manipidas, The fidelity of a watermarked signal depends on the
leaving the quality of the host document virtuatitact.  amount of embedded information, the strength of the
Dual watermarking: is a combination of a visiblelam  mark and the characteristics of the host signal, (Lu
invisible watermark. In this type of watermark an 2005). Perceptual Transparen®¢fers to the property
invisible watermark is used as a backup for théblds of the watermark of being imperceptible in the sense
watermark as clear from the following diagram that humans can not able distinguish the watermarked
(Mohantyet al., 1999) as shown in Fig. 3. images from the original ones by simple inspection
From application point of view digital watermark (Kevin et al., 2005; Franco and Gomez, 2008), where
could be sourcbased or destination based (Yusnita and the embed data withouffecting the perceptual quality
Khalifa, 2007). Source-based watermark are desirablof the host signal (Fabien, 2000). Undetectability: The
for ownership identification or authentication waes  aim of the undetectability as well as the removtcks
unique watermark identifying the owner is introddice is to render the embedded watermark undetectable
to all the copies of a particular image being iisted. ~ (Arnold et al., 2003). Additionally, we say that a
A source-based watermark could be used fowatermark is Wide-Sense ReversiflSR) if once it
authentication and to determine whether a receiveljas been decoded/detected it can be made
image or other electronic data has been tamperttd wi Undecodable/undetectable  without  producing  any
The watermark could also be destination-based wherereeptible distortion of the host asset (Mauro and
each distributed copy gets a unique watermariartolini, 2004). It should not be possible for an
identifying the particular buyer. The destinaticasbd attacker to find my significant statistical differences

watermark could be used to trace the buyer in #sec 0ctween an unmarked signal and a marked signal
of illegal reselling. (Fabien, 2000). Data payloatkfers to the amount of

information stored in the watermark, which in general
depends on the application (Franco and Gomez, 2008;
Original Visible Visible mvisole | Dol Bansall and Bhadouria, 2007). For a photograph, the
image Watermarking “'a;;i;;j’(‘;“‘g Watermarking | image () data payload would refer to the number of bits eeco
within the image. For audio, data payload referthto
number of embedded bits per second that are

Fig. 3: Schematic representation of dual waternmarki  transmitted. For video, the data payload may réder
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either the number of bits perefil (or frame) or the =~ commonly applied to images during normal use, such
number of bits per second (Coxet al., 2001). Capacity: as for example cropping, noise, scaling and
knowing how much information can reliably be hiddencompression (Bijagt al., 2005). Accuracy of detection:

in the signal is very important to users especialhen  How accurately can the mark be read? What is the
the scheme gives them the ability to change thisusatn  chance of a false positive (unmarked contgiparing
Moreover réers to the bit size of a payload that a  to have a mark) (Fabien, 2000), a false negative
watermark access unit can carry (Fabien, 2000). How (marked data appearing to be unmarked), or a false
many marks can be added simultaneously (Mdatl., reading(a mark misread as another mark) (Matt et al.,
1999)? Security: The security of a watermark refers 1999). Redundancy: To ensure robustness, the
its ability to resist hostile attacks (Ceixal., 2001). The watermark information is embedded in multiple pkce
embedded watermark cannot be removed beyondn the cover data file. This means that the watgrma
reliable detection by targeted attacks based onlla f can usually be recovered from just a small partf
knowledge of the embedding algorithm and the detect the watermarked file (Lu, 2005). The watermark
(except a secret key). Computational cost: The thmé  information is usually redundantly distributed over
it takes for a watermark to be embedded and detectenany samples like pixels or features of the cowand
can be a crucial factor in a watermarking system (Lu, (Katzenbeisser and Petitcolas, 1999). Furthermore
2005). On the other hand speed be sides fideligrer  redundancy in distribution of the hidden informatio
the content owner might be interested in the timne iinside the cover image to satisfy robustness in
takes for an algorithm to embed a mark. Althoughwatermark extraction process even from the trumkcate
speed is dependent on the type of implementatiofcropped) watermarked image (Bijayal., 2005). The
(hardware or software), some applicatioaguire real redundancy of the data helps to hide the existefnae
time embedding and/or detection (Fabien, 2000; Lu, secret message (Kew#hal., 2005).

2005). Moreover the efficiency of computing time in

storage requirements and software or hardwareddize Watermarking system: Private watermarking systems
the mark writing and reading processes? Are thait re (or called non-blind watermarking) (Katzenbeisser and
time, so that they can be inporated into playback or  Petitcolas, 1999; Eugene, 200i&)quire at least the
display mechanisms in an on-line setting (Matt et al.,  original data in the reading process (Arnold et al.,
1999). Data secrecy (secret keys): What informatior2003). It guarantees better robustness but may tiead
needs to be retained, or kept secret, about thé&smar multiple claims of ownerships (Lin, 2005). Public
their meaning and the marked material? Dependingvatermarking systems (or called blind or oblivious
upon the watermarking method, such information carwatermarking) (Katzenbeisser and Petitcolas, 1999;
include encryption and decryption keys for compuitin Eugene, 2007) means watermark detection and
and interpreting marks (Magt al., 1999). A watermark extraction do not depend on the availability ofgoral
should usually be secret and only accessible bymage. It is the biggest challenge to the develapré
authorized parties. Knowledge of a watermark imsert a watermarking system (Schyndetl al., 1994) The

or detector can make a method more vulnerable tdrawback is when the watermarked image is seriously
attack. For more protection to the watermark bits alestroyed; watermark detection will become very
secret-Key has been used to permute the waternitark bdifficult (Lin, 2005). Semi-blind watermarking systems
before embedding it to achieve cryptographic séguri (or called semiprivateor semi blind watermarking)
(Aiad and Sada, 2007). In general, watermarkingKatzenbeisser and Petitcolas, 1999; Eugene, 2@37),
systems shdd use one or more cryptographically  a subclass of blind system (Lin, 200% capable of
secure keys (called watermark keys) to ensure that the detecting only the presence of the embedded symbol
watermark cannot be manipulated (Lu, 2005). with the help of secret key and the watermark symbol
RobustnessThe ability of the watermark to survive  but without the cover image (Bijay et al., 2005).

normal processing of content (Cox et al., 2001). In recent years, watermarking has become an
Moreover refers to the capacity of the watermark taattractive topic and many watermarking schemes have
remain detectable after alterations due to prongssi been proposed. The current watermarking techniques
techniques or intentional attacks (Franco and Gomezan be grouped into categories (Eugene, 2007) in
2008). The watermark should be resistant to distort spatial domain (Keviret al., 2005; Chan and Cheng,
introduced during either normal use (unintentional2004; Aiad and Sada, 2007; Yang, 2008; Santi and
attack), or a deliberate attempt to disable or renthe  Kundu, 2002; Neil and Jajodia, 1998; Schynetedl.,
watermark present (intentional, or malicious atjack 1994; Tirkelet al., 1993), in frequency domain (Ali,
Unintentional attacks involve transforms that are2007; Franco and Gomez, 2008; Yusnita and Khalifa,
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2007; 2008; Sanghyumet al., 2002; Kamranet al.,

embedding errors in the LSB growth up from ;3.

2006; Muhammad and Dot, 2003) and feature domainVhile in the MSB growth up from (16-1g8), with
(Eugene, 2007). Among these schemes, the ones whiditroducing high perceptible into the cover ima@n

require the original information and secret keystfe

the other hand the authors investigated into tlee ais

watermarking extraction are called private wateknar the LSB substitution technique in digital watermarking

schemes (Yusnita and Khalifa, 2008; Sanghgual.,

(Kevin et al., 2005) is described in previous methods,

2002; Kamraret al., 2006; Muhammad and Dot, 2003). the authors say that the LSB embedded watermask bit
Schemes which require the watermark information and¢an easily be removed using techniques that do not
secret keys are called semi-private or semi-blindaffect the image visually to the point of being
schemes. Schemes which need secret keys rather thaoticeable and if the watermark is hidden in theBLS
the original information are called public or blind all the individual has to do is flip one LSB, thtise
watermark schemes (Aiad and Sada, 2007; Ali, 2007; information cannot be recovered, by the way in meéce

Mehemedket al., 2009; Santi and Kundu, 2002).

years the techniques in spatial domain technologies

The study is organized as follows, first: descibe they are becoming generally abandoned. (ii): Anothe

the problem definition. Second: describes the jplac

problem appears with this since the image is licdhlig

of previous study. Third: describes the performancdts dimensions, the number of bits that are uséile

evaluation of watermarking system. Four: describes

embedding is also limited and the watermark image

study with analysis and modified previous study:Si should be chosen in such that it could fit in teer

describes the proposed method insertion, extraetimh

image. From these problems we aim at introducing to

analysis of watermarking sch_eme. Seven: eXperime”tf{‘ievelopment an enhanced approach for digital
of performance results and discussion computen t \yatermarking for hiding information that is satisi

parts (i): Theoretically analysis and (ii): Applied the
different benchmark of six gray scale images and tw
guantum of watermark bit embedded are compared wit
an previous study and modified algorithms. Finally,
conclusion and future study.

Problem definition: The digital watermarking
technology is a way to apply digital informatiordimg  *
techniques, including the ability to hide digital
information inside digital images (gray scale imgjge

to prevent malicious and non-malicious attacks to
detect hidden information. The problem in digital
watermarking is that there are three requiremefits o
imperceptibility, capacity and robustness which tines
satisfied but they almost always conflict with each
other, in the same case there are trade-off between
fidelity and robustness. Accordingly, the proposed
solution is to embed a watermark image within the
pixels of the cover image in spatial domain
technologies, but still there is another problemy, (
when an image is being embedded, it shouldn't cause
any visual change to the cover image, whereas &almos
authors using a Least-Significant-Bit (LSB) insantiin
spatial domain to hide a watermark image (Chan and
Cheng, 2004; Aiad and Sada, 2007; Yang, 2008; Santi
and Kundu, 2002; Leslegt al., 1998; Neil and Jajodia,
1998; Schyndeét al., 1994) or (massage) within a low
embedding errors, where the authors are avoidingé¢o

these requirements and problems at the same tirme in
ﬁcceptable manner.

Previous methods: The principle previous methods of
related works in spatial domain are proposed:

Wanget al. (2000) proposed hiding data in images
by optimal moderately-significant-bit replacement
scheme using a genetic algorithm. Instead of
embedding the data in the LSB of the cover image,
they proposed embedding the data in the
moderately-significant-bit (LSB the fifth bit
accounted from left to right hand as shown in
Fig. 4 of the cover image. Here, the LSB called
the first bit, while the LSBis called the eighth bit.
With the use of the optimal substitution process by
Local Pixel Adjustment Process (LPAP), thus the
proposed algorithm: Let p and p’ be the
corresponding (8 bit) grey values of a pixel of
cover image and resulting of embedding image,
respectively and be the value of the last three bits
(bits 6-8) (LSB , 9 in p’ as shown in Fig. 4. Notice
that the max-embedding error in the LSB2 ™ =

8. If p#p’, then either (i) p’ = p -8 or (ii) p' = p+8
(because the only difference between cover image
and resulting of embedding image is the fifth bit
plane)

the Most-Significant-Bit (MSB). While the statement Case 1. When p’= p - 8. &4, then the value (8-1)

problem here, there are a trade-off between the
embedding error in the LSB and MSB. Furthermore the
embedding process in the LSB do not introduce any
perceptible into the cover image, as well as the
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is 0, then the fourth bit of p’ is changed to 1
and the valued is subtracted from p’. Do
nothing otherwise.
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Cas

I’ Moderately-significant-bit

Case 2: (-27<8;<2*™h): P = Pi , ,
Case 3: (-%8;<-2Y): If P'<256-2, then B, = P; +2

otherwise R = P,

where the embedding error between &nd P

4: The one pixel of cover image is converiedhie
binary bits

computed byd; = P;-P. The authors obtained the
embedding error after the proposed OPAP is limited
0<| 8)k2** and computing the Worst PSNR for the

e2: When p’ = p + 8. <4, then the valug is  capacity of k-data bits by:
subtracted from p’. 1624 and if the fourth bit 058 253
of p’is 1, then the fourth bit of p’ is changed to PSNR,,, = 10¢ Iogom = 1& log; >

0 and the value (8-1) is added to p’. Do
nothing otherwise. The image quality of the

B

resulting embedding-image is much better thanvhere the Worst Mean Square Error (WMSE) = 1 when

that of the simple replacement method.

the k-of-capacity data bits = 1, WMSE = 3 when k-of

capacity data bits = 2, WMSE = 7 when k-of-capacity
Chan and Cheng (2004) proposed hiding data imlata bits = 3 and WMSE = 15 when k-of-capacity data
images by simple LSB substitution scheme bybits = 4. The authors obtained the WMSH2™")?after
applying an Optimal Pixel Adjustment Processapplying OPAP and by combining the WM8#h the
(OPAP) to the embedding image obtained by theV\MSE after applying OPAP, reveals that:

simple LSB substitution method, then derived the

WMSE _ (27F

27y

worst case mean-square-error between the

embedding image and the cover image. The WMSE

authors using to embedding the data bits in the k
means capacity of the embedding data bits in the
(k-LSB) of the cover image, where k given the,
high capacity of the embedding date bits. They
proposed embedding the data in the L®&Ben
k=1, LSB,when k = 2, LSB,3when k = 3 and
LSB;,34When k = 4, to at chive high capacity of
embedding data in the (LgBthat a fifth bit
accounted from left to right hand as shown in
Fig. 4 of the cover image. The authors proposed
OPAP: Let B P; and P, be the corresponding
pixel values of the ith pixel in the cover-image C,
the embedding-image @btained by the simple
LSB substitution method and the refined
embedding-image obtained after the OPAP. Let
8 = P;-P, be the embedding error betweenaRd

P.. P; is obtained by the direct replacement of the
k-LSB of P with k data bits, therefore, “&5,<2*,

the value o®; can be further segmented into three
intervals, such that:

Interval 1; 7% §; <2
Interval 2: -371< §, <2¢?
Interval 3; -3< §, <-2¢1

Based on the three intervals, the OPAP, which

modifies P, to form the embedding pixel Pcan be

described as follows:

Cas

el (&'<§<2): If P2 then B = Pi-25
otherwise R = P;
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, then WMSE= WMSI

(2 -1y 2-1f

Thus the WMSE= 0.2844WMSE, when k = 4:

Aiad and Sada (2007) proposed hiding data using
LSB-3 in the cover image. The L$Bas been used
to increase the robustness of the system and protec
the data against the external influences for exampl
(noise or compression). The authors using the
LPAP by LSB , to modified according to the bit of
the data embedded, to minimize the difference
between the cover image and the embedding
image. Let's have the data bits set P 5,{ R, P5,

..., P.-1}, where L is the length of the data that is
embedded and E {0,1}, for i = 0,..,L-1. Let’s
have the cover image = {pixal pixeh,...,
pixeln,m}. Suppose that LSBof the cover image is
LSB; = {co, C1, & ...,G}, where ¢= {0,1} for each

| = 0,..,L. The embedding process is very easy,
which is only replace the permutated bits of the
data(R) by the LSB set of the cover image to obtain
the new embedding image Z = {newpixgl
newpixely 1 ..., Newpixejm}. To minimize the
difference between the old value (pixel) in theeov
image and the new value (newpixel) in the
embedding image, the authors propose the
following embedding algorithm:

Step 1: Extract LSBset of the cover image, L$Ea,,

ay,...,a}. /lffirst plane

Step 2: Extract LSBset of the cover image, L$8b,,

by,..., b }.// second plane
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Step 3: Fori=1to L do significant change to the gray scale view. The thé®
if pi==q, Then do nothing that if you take two gray scale images and chahge t
else LSB of image one to the LSB of image two for each
if p==1 and ¢&==0, Then coordinate or pixel, image two will be hidden inage
a8=0; h=0; as (changes from 128-129), then the embedded of
else if p==0 and ¢==1, Then massage bit in image pixel (129) in the first LSiBere
a=1; h=1; should be no detectable change or alteration to the
; appearance of the first image pixel (128). Otheswis
}.ci=pi; embed data bit in the LSBf the cover  there are a variety of digital carriers or placdsere
} data can be hidden. Data may be embedded in files a

imperceptible levels of noise and properties ofgem

The authors explained the above algorithm; let'scan be changed and used in a way useful to your aim
have the following pixel in the cover image, pixel The authors study focuses on bit values of pixehim
(3)10= (00000011 Suppose we need to embed p = lgray scale range which can be altered to embecehidd
in the LSB-3, so the new pixel will be, newpixel = images inside other images, without changing theshc
(00000111)= (7)o Notice that the difference is 7-3 = appearance of the carrier image. While the
4. In embedding algorithm, The authors say will setwatermarking is the process of hiding informationai
LSB;, to O when p = 1 and ¢ = 0. So newpixel =carrier in order to protect the ownership of imatgat,
(00000100)= (4)0- Where the deference is becomes 4-music, films and art, where watermarking can beduse
3 = 1. On the other hand, suppose that pixel ;@) to hide or embed visible or hidden copyright
(00000100) and p = 0. The newpixel = (00000096) information. Watermarking does not impair the image
(0)0. The difference is 4-0 = 4. The embeddingThis is a main concern with visible watermarkingek
algorithm, in this case will be set LgBto ‘1’, so  though the watermark can be seen, it must be etbert
newpixel = (0000001%F (3),0. Where the difference is in such a way that it does not interfere with thigioal
becomes 4-3 = 1. Thus the differences in the { SBimage with an invisible watermark you can change
replacement are less or equal one as in the; IbBBin  certain pixels in an image so the human eye catatiot
more robust. the difference from the original image. The impaotta

Kevin et al. (2005) proposed an investigation into properties of watermarking are perceptual transpare
the use of the least significant bit substitutieahnique  robustness, security and payload. Finally the astho
in digital watermarking, study presents the resofts concluded the LSB substitution is not a very good
implementing a LSB in digital watermarking systean t candidate for digital watermarking techniques.
investigation the digital watermarking is used hgge Recently,a new digital watermarking technique
who wish to prevent others from stealing their mate  robust and oblivious digital watermarking image in
The authors say the LSB substitution is not a geryd ~ spatial domain (Mehemedet al., 2009) capable of
candidate for digital watermarking, but it is vargeful ~embedding a totally indistinguishable in originalage
in the art of steganography, due to its lack ofPy the human eye by applying Falling-Off-Boundany i
robustness. The LSB embedded watermarks can Heorners Board of cover image (FOBCB) with the
easily recovered and even altered by an attackefandom pixel manipulation set of the Most-Signifita
Otherwise if the watermark is hidden in the LSBjé  Dit-6 (MSB) (the bits are accounted from right to left
individual has to do is flip one LSB and the infation ~ Nand) as shown in Fig. 5 is developed to improee th

cannot be recovered. It would appear that LSB WiIIquality Of.. embedding  results, imperceptibili_ty,
remain in the domain of steaanoaranhy due to Egulis undetectability and robustness. Whereas the binary

; ganograpfy due watermark insertion process needs the secret te
nature and its overall capacity of information. \WWhe

) ) o determine the number of frames per row in watermark
image Steganography, in the LSB substitution, taest ; ;
significant bit is changed because this has liffect to and secret Kg to changing the pixels of watermark

depending on the number of frames per row detemnine
the appearance of the carrier message. This shatss t bypsecreth@_. P

the gray scale image would change significantthére

were any other bit changed than the LSB. It changeStep 1: One watermark pixel is inserted in each of
more and more the closer you get to the MosFOBCB of cover image with random pixel
Significant Bit. When the LSB is changed, the pikiél manipulation set of the MSBBefore insertion will be
value changes from 128-129, which is undetectabl@ising secret key for spatial dispersion of the
with the human eye. With the MSB changed, the pixewatermark to rearranging pixels as the following
bit value changes from 128-0, which makes high aelow: First: Reads the indexed of watermark W to
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R U LA S Five: For more robustness in digital watermarking
B, B (Bib) Bis By Bt Bt Biy applying drawbacks of the payload of watermarkhie t
) 2 I \ vy FOBCB are placed in more than one place in thercove

|z“:1zs{ 2-64 [ =3f 2= 16 | 2= | 2=4

MSB-8 | MSB-7 - MSB-5 | LSB-4
1 0 I 1 I 0 1 0 1 0 %

{170} 10

image to prevent the blurring attacks to alter it a
cannot defeat the purpose, as the algorithm below:

Forii=1to T do
Forjj=1toUdo

Drawback(ii,jj)=payload(mod(ii, T)+1,mod(jj,U)+1);

Fig. 5: One pixel of cover image is converted te th 1 } where is the size of drawbacks [T, U].

binary bits (LSB, 23.4and MSBs¢.7.5)

) ) ) ] ) Step 2: In this published method, the cover image is of
From the indexed identify the size of matrix X[W]. L gjze [M, N] 512*512 gray scale image has been used.
Second Secret Key using to determine the number of this scheme hide a payload of watermark up to 2025
frames per row, where the Keghosen the dimension pits. Embedding payload of watermark in FOBCB of
number divided by the frame number withoutcover image with random pixel manipulation between
remainder as Eq. 1a and 1b: boundary corners board set of the MSEet's have the
drawbacks payload bits set of the W}, the max-bits

m = width (w) / number of frames (Kgy (1a) can be embedded<IxU<2025 bits, whereas the size
of WL = [T,U] and T equal U. Let's have the cover
n = length (I) / number of frames (Kgy (1b)  image F = {pixe}, pixek,..., pixebsr144. SO, has been

determine the pixels of FOBCB of cover image
Third: Define the indexed identify the size of new employed as a sequence numbgrkk ks, ki where
matrix Y[W,L] for the rearranging pixels of the ki = 1,2,..,N, k=1, 2,...N, k=2, 3,...,M-1 and
watermark and then using Keto generate the random Ka= 2, 3,....,M-1, then employed sequence number G to

permutation of the integers depending on the nuraber manipulation of pixel between boundary corners toar
Secret Key. in cover image where <G4, as the following

embedding algorithm:

Key, = (1: number of frames per row (Kgy (1c)

Embedding algorithm:
Four: Generate two loops [i, j] to selecting arfess
by secret Keyfrom indexed identify the size of matrix For ii = 1 to size of drawback
X[W, L] and by defined the indexed identify theesiaf ~ For jj = 1 to size of drawback
new matrix Y[W,L] to changing pixels of watermark if G==1 Then do

depending on the secret Kegs the algorithm below:

Algorithm:

For i=1 to Secret Kgydo

For j=1 to Secret Kgydo

Selecting the frames from indexed identify the site
matrix X[W, L] by Secret Keyin to matrix WK.
WK= (X[ (i-1) x m+1:i x m,(j-1) x n+1: jx n])  (1d
From Eqg. 1d by arranging the frames of pixels by

using Secret Keyto changing the selecting frames in
the new image Y[] as Eq. le:

Y[(Key,(i) — 1) x m+1 : Key(i) x m,
(Keyo(j) — 1) x n+1: Key(j) x n] = WK -

b}

(le)
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if ky <= N, then do get the corner pixel in FOBCB
when F(1, K and set bit of the MSBthen
f(1, k) = embedded the payload of watermark bit
WL(”JD to MSB; of the piXEl F(l, L()

k= k1+1;
b}
if G==2

if ko <= N, then get the corner pixel in FOBCB
when F(M, k) and set bit of the MSB then f(M,

ko) = embedded the payload of watermark bit
WL(ii']‘j) to MSB; of the piXG' F(M, K)

k=k, +1;
5}
if G==3

if ke~ = M, then get the corner pixel in FOBCB
when F(k, 2) and set bit of MS8 then f(k, 2) =
embedded the payload of watermark bit yjLto
MSBg of the pixel F(k, 2)
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ka=Kks+1; metric to measure the quality of watermarked images
b} compared with the original image. Thus will bedigte
if G==4 most popular difference distortion measures of Ipixe
G=0; based metrics (Lu, 2005). These measures metr&es ar
if k,~=M, then get the corner pixel in FOBCB when all based on the difference between the originages
F(ks, N) and set bit of the MSBthen f(k, N) = and undistorted or the modified image (watermarked
embedded the payload of watermark bit }}jLto  image). The mathematical formulae for the list beep
MSBg of the pixel F(k N) based metrics are:
K= ket1;
1} Average absolute difference: The AD is used as the
G=G+1; dissimilarity measurement between original image
L} Fou,ny and watermarked imaggak, to enhancement the

watermarked image. Whereas a lower value of AD
The algorithm protects the payload bits bysignifies lesser error in the watermarked image:

sequence number? This sequence of indexes used to
permute the payload bits. The embedding process igp - 1 ii
very easy to a achieve the low complexity time, alihi M xN iZ'=
is only replace the permutated bits of the payloathe
MSBg set of the FOBCB in cover image with random Normalized average absolute difference: The NAD is
pixel manipulation between boundary corners boardluantization error for any single pixel in the ireag
obtain the new digital watermarking, f, = {newpixeb, This distance measure is normalized to a rangedsstw
newpixel, ..., newpixelss143- O0and 1:

Fy ol (2a)

Step 3: Reconstruct the watermark using to extracted i
watermark bits from drawbacks in FOBCB of digital nap ==
watermarking .~ by using inverse the same
procedure of embedded algorithm with sequence i
number G to know the manipulation pixel between . .
boundary corners board in digital watermarkipg.f, =~ Mean square error: The MSE is the cumulative
then select one of drawbacks set of MSkfter Squared error between the watermarked imggeg &nd
extracted watermark required the secret Keyo the original image () (Satish Kumar, 2001)
rearranging the frames per row, then watermark ifMoreover the MSE measures the error with respettieto
original form is thus obtained. This is completescentre of the image values, i.e., the mean of ikel p

—n

T
(2b)

Mz EMZ
<MZ

Iy

o)

1
o

J

watermark extraction process. values of the image and by averaging the sum airegu
of the error between the two images (Bijay et al., 2005).
MATERIALSAND METHODS A lower value of MSE signifies lesser error in the

watermarked image (Satish Kumar, 2001; Bighl.,

The materials and methods are used to measure tR905):
performance of watermarking system by applying the . )
benchmark of watermarked image under themsg=_ 1t ZZ(F —f ) (2¢)
. . . . M xN =<\ ) )
requirements of  digital watermarking as: ENE
(Imperceptibility measured by (average absolute lized R lized
difference, normalized average absolute difference’NOrMalized mean sguare error: The normalize
ean quantization square error for any single pimxel

mean square error, normalized mean square erro?h . This dist ; lized t
signal to noise ratio and peak signal to noiseoyati '€ !Mage. This distance measure IS normalized 1o a

Image Fidelity and Robustness measured undgi@"d€ between 0 and 1. Itis independent of thgeran
‘(watermark degrading attacks, watermark remova@ray scale values in the 1mage, adapted from
attacks and geometric transformations attack): (GraphicsMagick Group, 2002):

M N
Imper ceptibility: Means that the perceived quality of ZZ(F(”) —f(”.))2
the host image should not be distorted by the prse NMSE=% (2d)
of the watermark (Ali, 2007). Developers and ZZFU J_)Z
implementers of watermarking image need a standard ENEE
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Signal to noise ratio: The SNR is a measure used to Notice that the MSE and the PSNR are the two
quantify how much a signal has been corrupted bwerror metrics used to compare watermarking image
noise. It is defined as the ratio of signal powmiginal  quality, adapted from (MathWorks Inc, 2010). Alée t
image) to the noise power corrupting the signalPSNR can be computed with the Root Mean Squared
(embedding errors between original image anderror (RMSE) (Kamraret al., 2006; Muhammad and
watermarked image). A ratio higher than 1:1 indisat Dot, 2003). The RMSE is the square root of mean
more signal than noise, adapted from (Wikipedia,square error. It quantifies the average sum obdish
2010a: The Cooke Corporation Kelheim, 2007): in each pixel of the reconstructed image (waterimark
image) (Bijayet al., 2005):

M N
The singnal power ) " (iﬁ)z
i1 j=1
PSNR= 20log—22> dE 2h)
M N RMSE

The noise power corrupting the signaZZ( wiF (ilj))z
= Whereas a lower value for MSE means lesser error
and as seen from the inverse relation between B M
ii,:__z and PSNR, this translates to a high value of PSNR.
SNR=___ A= ) (2¢) Logically, a higher value of PSNR is good because i
ii(': _¢ )2 means that the ratio of signal to noise is hightare,
L\ () ) the ‘signal’ is the original image and the ‘noisg’the
embedding errors of embedded watermark bits inrcove
They are usually measured in decibels (dB)image. So, if you find an embedd_ing watermark sahem
(Kamranet al., 2006; Muhammad and Dot, 2003): SNR having a lower MSE (and a high PSNR), you can
(dB) = 10xlog10 (SNR): recognize that it is a better one, adapted fronig®a
Kumar, 2001).

M N
2 2R’ .y
SNR= 10x log,| - | dE (2 Image Fidelity (IF): Refers to the closeness of a
ZZ(F(I j)—f(ij)) watermarked image to a reference of original image
ENER ' (Lu, 2005). On the other hand the image fidelitywho

closely the image represents the real source ldligimin
Notice that the higher ratio means the lessdepends not only on random noise but also on eimors
obtrusive of the embedding errors (noise) in thethe data, sampling and image artifacts. Thus is a
watermarked image, whereas the SNR is a technicalomparative measure of the distance between aopair
term used to characterize the quality of theimages:
watermarked image detected of a measuring watermark
system are adapted from (Wikipedia, 2010b).

1_ii(':(u) B f(i,i))2

IF=—2=

Peak signal to noise ratio: The PSNR computes, in (20
decibels, betweenwo images (Ali, 2007). This ratio is
often used as a quality measurement between thi@airi
and a watermarked image, adapted from (MathWorks o .
Inc, 2010). The higher the PSNR is the better the quality However, that Image fidelity in Eq. 2|_does.not
of the watermarked image (Bijagt al., 2005; Wang, proylde an adequate. measure .Of percelveq image
2006) and is: standard way to measure image fidelity fidelity, Thus that an image fidelity measure isaal

o : ; : ly referred to as an image metric, the
(Bijay et al., 2005). The PSNR is derived by setting thecommonty C .
MSE in relation to the maximum possible value af th traditional image fidelity standard is the MSE, Skl

luminance (for a typical 8-bit value this i&2 = 255), the PSNR for the original image with watermarked

adapted from (MathWorks Inc, 2010) as follows: image. Nowadays, the most popular distortion messsur
' in the field of image or a common measure usedef t

, quality of a watermarked imagg;fand compression
PSNR= 10log, 22> dE (2g) are the SNR, MSE and PSNR is typically used. It is
MSE familiar to workers in the field, it is also simpte
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calculate, but it has only a limited, approximate resilient to some degree of compression. Rotation:
relationship with the perceived errors noticed hg t Small angle rotation (Martin and Petitcolas, 2000;
human visual system. This is why higher PSNR values Kutter and Petitcolas, 1999). Finally: Horizontal
imply closer resemblance between the watermarking flip (Martin and Petitcolas, 2000; Kutter and
image i and the original images;f;. Denoting the Petitcolas, 1999; Bijagt al., 2005)

pixels of the original image by that contains (M by

N) pixels represent the size of image (M,N are the They are good representatives of the more general
dimensions of the images) and the pixels of thegama attacks. We measured the similarity between the
watermarking image by f, where f is reconstructed original watermark W/, and the watermark extracted
watermarking image by decoding the encoded versiolV'(; from the attacked image, whereas the similarity

of original image f;). Error metrics are computed on values NCC and SM of about 0.75 or above is

the luminance value only so the pixel valugg i the  considered acceptable (Ali, 2007; Kamranet al., 2006;
range between black (0) and white (255) (Katzenbeisser Muhammad and Dot, 2003).

and Petitcolas, 1999; Davig al., 2007). For a gray

scale image with eight bits per pixel, the numaréo Normalized cross correlation: The quantitative
255. For color images, only the luminance componenestimation for the quality of extracted watermariage

is used. The typical PSNR values range betweem@0 a W’ ;; with reference to the original watermark;y\can

40 (Eric, 2003; Davict al., 2007). Some definitions of be expressed as normalized cross correlation gives
PSNR use Eg. 2g) rather than Eq. 2h. Either fortimmla maximum value of (NCC) as unity defined as
will work because we are interested in the relative(Katzenbeisser and Petitcolas, 1999; Lu, 2005):
comparison, not the absolute values. For our palpes

will use the definition given above in Eq. 2g. M N
22 (W< W)
Robustness: It is a measure of the immunity of the NCC=-"*—— (2))
watermark against attempts to remove or degrade it, ZZW(H)
intentionally or unintentionally, by different typeof ==

digital signal processing attacks (Lin, 2005). Wil w Similarity function: Function similarity estimgtion
report on robustness results which we obtainedajpm between extracted watermark )’ and original

attacks: watermark W is computed by the followjnformula
(Lin, 2005):
» Watermark degrading attacks: Gaussian noise, Salt
and Pepper noise and Speckle noise (Kararah, A ,
2006; Muhammad and Dot, 2003) >0 (W W)

i=1 j=1

e Watermark removal attacks: Changing in lower SM= " NJ 2w N (2Kk)
order bit manipulation of gray scale values \/ D2 Wiy 22 W
LSB;,34 Altered image and Drawing image = j
(Yusnita and Khalifa, 2008)

« Geometric transformations attack (Bijagt al., If the result is larger than some determined
2005: Martin and Petitcolas, 2000; Kutter andthreshold, we consider the extracted watermark W’
Petitcolas, 1999; Fernando and Hernandez, 1999%re equal original watermark jy.

Image cropping (Lin, 2005): In some cases,

infringers are just interested by the “central’tper ~ Study with analysis and modified the previous
the copyrighted material. Scaling (Santi andmethods: To study the performance and comparisons
Kundu, 2002; Matet al., 1999): It can be divided between the state-of-the-art algorithms will be ified
into two groups, uniform and non-uniform scaling. the algorithms of Pixel Adjustment Process (PAR ar
Under uniform scaling we understand scalingbased in the LSB techniques proposed in (Kevial.,
which is the same in horizontal and vertical 2005; Chan and Cheng, 2004; Aiad and Sada, 2007;
direction. Non-uniform scaling uses different Wang et al., 2000), after that will be applying the
scaling factors in horizontal and vertical direatio modification algorithms of PAP by the our embedding
Lossy data compression like JPEG (Santi andalgorithm of the FOBCB set-of-the Most-Significant-
Kundu, 2002; Lin, 2005): JPEG is currently one ofBBit-6 (MSB;) is published in (Mehemesd al., 2009),
the most widely used compression algorithms forreviewed in previous methods. Notice that the
images and any watermarking system should benaximum of embedding errors in the MSiBy directly
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;espg%ewr?ﬁ?]t;; embedding watermark bits"=" 2 32 e et g i
Moreover there is a trade-off between the
embedding errors in the LSB and MSB, where the
embedding errors are growth up as shown in Fig. 5.
Let's have the binary watermark image ¥}, with
the size of WL = [T,U], WL = {0,1} and the cover
image F = {pixe], pixeb,..., pixelu} = P, after
extracted the piXElS from cover image, will  be 0 15 30 45 60 75 90 105 120 135 150 165 180 195210 225 240 255
converted the cover image pixelg;HAn to the binary Gray sl value of liage
numbers (8 bits grey values par pixel), then sethef ] ] o
Most-Significant-Bit (MSB) in each pixel of the cover Fig. 6: The embedding error of proposed Wang-Lin-Li
image R; as shown in Fig. 5 accounted from right to scheme
the left hand, the following modified algorithms time
MSB,, where is n equal 6.

M. ERAR A MM A ARAA A SLAE A MMM A MLATE A AW A A

VT - S IR}

Number ol embedding error

Analvsis of PAP-algorithm-1 set-of-MSB-6

PAP-algorithm-1: We modified the scheme of

5 3 H EMB=0p (i,
Wang et al. (2000) using a Local Pixel Adjustment < r " 3 PR
Process (LPAP) the proposed algorithm used . f6B g EMB-1p
embedding data bits, thus will be modified the = :
algorithm of LPAP on the Most Significant Bit-6 2
(MSBg). However the embedding error in MS§Bqual R R e . e

32 was trade-off with the embedding error in LSB
equal 8. Let B and p; be the corresponding 8 bit Fig. 7: The embedding errors of modified scheme

grey values of a pixel in the cover image as shawn (PAP-algorithm-1)
Fig. 5 and pj; watermarked image obtained by the
FOBCB set of Most-Significant-Bit-6 (MSfp scheme, While if Piy= 8, 15, 24, 25, 26, 27, 31, 40, 248,

respectively and be the value of the (LSBssand 249 250 and 251 when the embedded watermark bit
MSBs) as well as from {bitto bit} in p’j as shownin  equal zero and whenp= 0, 4, 5, 6, 7, 16, 23, 31, 32,
Fig. 2. _ , . 228, 229, 230, 231 and 240 with the embedded
I Pgy # Py, the_? either (i) pij = Riy — 27 Or  watermark bit equal one, whereas the embedding erro
(i) P’y = Pay + 2 (because the only difference g to level of maximum error in the L$8 2= 8, for
.betweeln cover image and resulting of embedding dmagexample if ) = (31} (00011111) then the LSBin
is the six bit plane (MS§). cover image is ‘1’. If the embedded watermark §i0f

, - - using the Wang-Lin-Lin scheme, we have p’ = (33)
Case 1. when pg = R)-2"". If 6277, then the value  (00010111) as well as the embedding error for the
(277-8-1) is added to pj,. If 5<2" " and if the seven bit mogification is = |31-23| = 8 as the same of ligtec|
of p'yy is zero, then the seven bit ofplis changed to  pefore as shown in Fig. 6. However, it can be shah
one and the valuéis subtracted from pj. Do nothing  the embedding error go to the minimum error f,®
otherwise. 11, 12, 28, 60, 75, 76, 92, 107, 108, 124, 235, &8b

, 1 - 252 when the embedded watermark bit equal zero and
Casez: when pj = Piy+2" " If 5<27% then the p,, =3 19, 20, 35, 51, 52, 67, 83, 84, 99, 115, 116,
value 3 is subtracted from pj. If 52" and if the 243 and 244 when the embedded watermark bit equal
seven bit of pjj is one, then the seven bit ofip’is  one; as well as the embedding error go to the mimim
changed to zero and the valué{®-1) is added to level error in LSB=(2"%1)=5, as shown in the
P',)- Do nothing otherwise. analysis result in Fig. 6. Also the same problem of

modified scheme (PAP-algorithm-1), when applying
Analysis: Notice that from the PAP of the Wang-Lin- the algorithm in MSB as showed the analysis result in
Lin scheme, we know that only the first three fiigs  Fig. 7. Also it is obvious that the modification et
1-3) and the five bit (MSH as shown in Fig. 2 are optimal where the embedding error are confined
modified to improve the image quality. It is obviou between the maximum level of the embedding error in
that the algorithm is not optimal by analysis theMSBg = (2"%) = 32 and in the minimum level of the
possibility values of gray scale image as showrign 6. embedding error in MSB= (2"%1) = 17. Thus the
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observation of the analysis result in the both aigms 2(2n_1_ o3y J)_ 17
(LSB, and MSR); where the embedding error are Averg.WMSE:[ } (3f)
growth up one by one start from"(21) to the 2

maximum of embedding error{2) and then go down
to the minimum of the embedding error'21) and From the above Eq. 3f, theoretically, can be
growth up again, wheng # p”; and the embedding derived by Eq. 2c as well as the maximum of worst
error equal zero whengfp = p”;) as shown in Fig. 6 mean square error are Max.WMSE (2”32 and the
and 7. On the other hand from the analysis re§utt®  minimum are Min.WMSE = (2"%1)° are obtained
embedding errors obtained in the Fig. 6 and T7after applying modified algorithm.
Theoretically, can be calculated the average of
embedding errors between the maximum and minimunpAP-algorithm-2: We modified the scheme of Chan
number in both algorithms. Here the following folmu and Cheng (2004) using Optimal Pixel Adjustment
will be useful to calculate the average of embegdin Process (OPAP) the proposed embedding algorithm in
errors: thus the embedding error is growth one g 0 the k, means capacity of embedding data bit in t-eas
start from 27%+1 to the maximum embedding errdf2  Significant-Bit-n (k-LSB) of the cover image, where k
and then go down to the"2+1 and growth again as given the high capacity of the embedding datavifiile
shown in Fig.6 and 7. However when the numberfi’ 0 the embedding data bit in the LS®hen k = 1, LSB,
embed errors are grow up one by one start ff6#2  when k = 2, LSB,swhen k = 3 and LSB, 3, when
to the maximum embedding errdf 2 thus the formula  k = 4, where the maximum embedding errors grow up
will be useful to calculate as: respectively from {1,3,7and 15} depending in théuea
of k. Notice that in the directly replacement of
Cal s embedding data bit the embedding errors grow
=2%(2?+} (33 depending on the k, where the maximum embedding
error equal 15 when k = 4. So that will be applyihg
- oot (2”‘1+ ]) OIPAP aIg(_)rithm in the M_ost Significant Bit-n (M@B.
Sid+24.+ 2= =22+ }  (30) without using k of capacity. However the embedding
= 2 errors in MSB equal = 32 are greater than with
compared by using capacity of k-LSB when embedding
Subtracting Eq. 3a and 3b, then we get thedata bitin (LSB.34 are equal 15. Let isq3, P; and
summation of the embedding errors ‘i": P, be the corresponding pixel values of a pixel ia th
cover image, the embedding imagg;Fobtained by the
Q234 o2 o2v5_ om 3 on :( onL on g ;L— 2" (3c) embedding algorithm FOBCB set of Most-Signifipant-
Bit-n (MSBg) scheme and the refined embedding image
obtained after the modified PAP-algorihm2;P Let
, : Mbsolute 8. = |Pgj-Pajyl be the embedding error
both algorithms between the cover image ang,qpyeen B) and Py, therefore, -25,<2", the value
watermarked image can be derived by Eq. 3d: of 8;; can be further segmented into three intervals,
such that: Interval-1: "2'< §;; <2". Interval-2: -27'<

Zgi A+2+..+ 272 :M

i=1

2n72 2,1,1_ 2rr3 _ 2rr 3 -1 . -1
The average of embedding error ( — +]) S(U) <" Interval'S_' -2< S(U) <2 )
2 (3d) The PAP-aIgorlthm-Z based on the three |Qtervals,
_2(27-2+])-1 which modifies R;; to form the embedding pixel B,
B 2 can be described as follows:

When the ) # p’;j. Suppose that all the pixels in Case 1: (Z7<5;;,<2"): If P ;,>2", then Py = P;-2"
the cover image are used for the embedding of otherwise Ib(i,j) = Fi@,j)
watermark bit by simple (LSB or M§Bsubstitution ~ Case 2: (-2'< §3;,<2""): Py = Py
method. Theoretically, in the average of worst mearCase 3: (-%§;,<-2""): If P;<256-2, then P =
square error in both algorithms are derived from &x P’(i,j)+2"; otherwise I":zi,j,=P’(i,j,
and 3d as:

Where the R are obtained by the FOBCB set-of-
1w [2(2.1-1_ oy ])_ T 3e) MSBg with applying PAP-algorithm2 and the

Averg. WMSE = M XN > 2 embedding error occurred between;Pand P
e Computed bﬁ (i,j)=|P(i,j)'P(i,j)|-
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Analysis. Notice that from the optimal pixel adjustment Thus theoretically from Eq. 2c, the average worst
process of the Chi-Kwong-L.M. Cheng scheme, wemean square error can be derived as:

know that the scheme using ‘k’ capacity of embed
watermark bits, where the algorithm minimized the 1 waf(2+) 2 (20419 >
embedding error from {2 to 2 as shown in Fig. 8 Averg. WMSE = ZZ{ } { } (3i)

. ) : MxN &4 2 2
and 9 are sketching the embedding error as a spring !
shape, our results obtained as the same analysis of
authors. On the other hand from the our analysisli® For example if )= 255 and k = 2, when the
of the embedding errors obtained in the Fig. 8 @&nd embeds watermark bit equal zero and whegp # 0,
Theoretically, can be calculated the number ofwhen the embeds watermark bit equal ones th
embedding errors ‘' are start from one to <'2with  the embedding error go to the level of max-error in
are growth up one by one. Moreover can be calalilateLSB; >= (2-1) = 3. On the other hand itifP= 2.6, 10,
the average of embedding errors, the formula wéll b 14, 18,.....,254 and k = 2,when the embeds watérmar
useful to calculate the summation of embeddingrsrro bit equal zero and when;p= 1, 5, 9, 13,17,..,253,

‘i can be derived by: when the embedding watermark bit equal one.

) 1( - ]) Since that our observations, where the embedding
. L o2\ 2yy error goes to half (¥2) of the max-embedding errors
;':1+2+"'+Z B =2 (Z +:) (39) added to half (*2), then the max-embed errors of

proposed Chi-Kwong-L.M. Cheng scheme are
Hence from the above Eq. 3g of the summation of ok _q41

embedding errors ‘. Thus the average of embedding™— — -2 and the average worst mean square
errors with 'k’ capacity of embeds watermark biiski

LSB are derived by Eq. 3h: error are obtained by Eq. 3i. On the other handdigyg

the same algorithm of proposed Chi-Kwong-Cheng
scheme, where modified to the algorithm called PAP-

The average of embedding er 2" 1(2:711"1):& (3h) algorithm-3 set of MSBwhere n = k = 6. Notice that
2 2 here in this modification the embeds watermark bit
Ariliis o ChiKsbing Cheiy selierne (OPAP), pioposed iy da i ags by adjust only embedded one bit only in each pixelhef
e ing s e, cover image, thus that the maximum of embedding
) 6] I errors are = Z' = 32 by the direct replacement
| 4 embedding process of the simple MSBubstitution
: ol " T p— method when n = 6. Otherwise by applying the
I ,[ k ! *. MF b modified PAP-algorithm-3 set of M§Bthe our
s Ul L | analysis results in MSBas shown in Fig. 10, where
£ bkl SLLLLL] LLLLLE o s, the embedding errors are always constant gredieo t
" maximum level in all cases of embed watermark bit
0 15 30 45 60 75 90 105 120 135 150 165 180 195 210 225 240 235 teSted II"I LSBl LSBZ, LSBg, LSB4, MSBS and

Gray scale value of image

MSBs = 2" as shown in Fig. 10. Thus theoretically
Fig. 8: The embedding error of proposed Chi-Kwongthe worst mean square error are constant equal WMSE

scheme k = 3 = (2'Y?, after Appling the modified PAP-algorithm-3
set of MSB.

Analysis of Chi-Kwong-Cheng scheme (OPAP), proposed hiding data in image by
LSB substitution, using 'k = 2° of capacity embedding watermark bit. where embed
in 3 bits of L8B, » in cover image.

3 . Analysis PAP-algorithm-2 set of M3By, here using 'k =6 to
s = | embedding watermark bit in MSB; in cover image.
g i | e
y -— OPAP K-LSB g 28
S 2 T T T I T T T T I T T LTSI R I IO e I K= 2 EMB =0 = 24
O TV £ ~EMB=0
g || 1 o | i I « OPAP K-LSB = MSB:
<= | K=2EMB=1 i :
o T I AR DA 5
5 =
= z 15B, = EMB =1
£ 5 8
H s, LSB,

o] = 0

0 15 30 45 60 75 00 105 120135 150 165 180 195 210 225240 255 015 30 45 60 75 80 105 120135 150 165 180 105210 225 240253

Gray scale value of image Gray scale value of image

Fig. 9: The embedding error of proposed Chi-KwongFig. 10: The embedding error of modified scheme
scheme k=2 (PAP-algorithm-2)
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PAP-algorithm-3: We modified the algorithm of Aiad

and Sada (2007) using Local Pixel Adjustment Pr&ces

(LPAP) the proposed algorithm used Least-Significan
Bit (LSB3) to embedded message bit with modified
LSB; , according to the embedding data bit in LS®

minimize the difference between the cover image and
the embedding image. So that will be modified the

algorithm of LPAP in to Most-Significant-Bit-6 (MSB

by applying on the embedding algorithm FOBCB set of

Most-Significant-Bit-6 (MSB) scheme (Mehemedktt al.,
2009), Let's have the cover imagg;P Suppose that
MSB;g of the cover image is MSB= {MSB;, MSB,,
MSBs,...,MSBnxw}, Where MSB = {0,1}. The

Analysis of Aiad-Abdul scheme (LPAP). proposed hiding
data using LSB-3 with modified LSB-1. 2

* LSB-3 of cover

"7 image=1and
EMB =0

= LSB-3 of cover

image =0 and
EMB=1

er ol embedding error

Numt

45 60 75 90 105 120135 50 165 180

Gray scale value of image

Fig. 11: The embedding error of proposed Aiad and
Abdul scheme

embedding process of the watermark bit (EMB) byAnalysis: Notice that from the algorithm LPAP of the
applying the embedding algorithm FOBCB set of theAiad and Abdul scheme, we know that only the first

MSB6 of the cover image to obtain the new embeddin
image = {newpixgl 1, Nnewpixef, ..., NEWPIXem}-

To minimize the difference between the old value

(pixel) P;j in the cover image and the new value
(newpixel) in the embedding image, the following
embedding algorithm of LPAP set of M§Bnd the size
of cover image (NxM) = L:

Step 1: Extract LSBset of the cover image, LSE
{LSB-14, LSB-1,..., LSB-1, }./first plane
Step 2: Extract LSBset of the cover image, LSE
{LSB-24, LSB-2,..., LSB-2}./second plane
Step 3: Extract LSBset of the cover image, LSE
{LSB-34, LSB-3,...,LSB-3}./third plane
Step 4: Extract LSBset of the cover image, LB
{LSB-44, LSB-4,..., LSB-4 }./fourth plane
Step 5: Extract MSBset of the cover image, M§B
{MSB-5;, MSB-5,,...,MSB-§ }./five plane
Step 6: Extract MSBset of the cover image, MGB
{MSB-6,, MSB-6,,...,MSB-6 }./five plane
Step 7: Set binary watermark image WL = {EMB

EMB,, ....., EMBr.)}-
Step 8: Forii=1toT
Forjj=1toU

if MSBG(iiY”)z: EMB(“'J‘D, Then do nothing
else
if MSBG(“,H)ZZO and EMai,jj) ==1, then
LSByijy=0; LSByijj)=0; LSBsijj)=0;
LSBi j =0;MSBsiijy =0; MSBsijy= EMBy,j) ;
else
if MSB6(ii,jj)::1 and EMaiJi) ::0, Then
LSByijy=1; LSByij=1; LSBsij=1;
LSBagij)=1; MSBsijy=1; MSBsijy= EMBij;
L}
MSBij)= EMBjij);
b}

wo bits (bits 1-2) as shown in Fig. 5 are modifted
mprove the image quality. It is obvious that the
modification are minimized the embedding errors as
shown in Fig. 11 of analysis the possibility graale
values of image, where are sketching as a spriagesh
of the embedding error restricted between a minimum
‘1’ and maximum ‘4’ of embedding errors.

If Pgy= 7, 15, 23, 31, 39 and 47 when the
embedded watermark bit equal zero andif=P0, 8,
16, 24 and 32 as shown in Fig. 11, when the emlukdde
watermark bit equal one, hence that the embedding
error grow up to the maximum error in L§82" = 4,
for example when B = (31), (00011111) then the
LSB; in cover image is ‘1'. Suppose we need to embed
watermark bit is EMB = 0 in the LSBusing the Aiad
and Abdul scheme, so that the new-pixel will beehav
p’ = (27) (00011011y thus the embedding error
become = |31-27| = 4, then the algorithm of Aiad an
Abdul scheme, will be set L§Bto ‘1’ when LSB= 1
and EMB 0. So that the new-pixel ()
(00011011) as the same of our analysis results as
shown in Fig. 11. It is obvious that the modificatiis
not decrease the embedding error in this case.
Otherwise if the cover image pixel 3 =
(00000011). Suppose we need to embed EMB = 1 in
the LSB, so that the new pixel will be, newpixel
(00000111)= (7)1 Notice that the difference is |7-3|
4. Then the algorithm will set LSBto ‘0’ when EMB
= 1 and LSBof cover image = 0. So that newpixel =
(00000100)= (4)0. As you see the deference becomes
4-3 = 1 as the same of analysis results as shawn i
Fig. 11. On the other hand the same proceduresedppl
on the modification algorithm (PAP-algorithm-3) st
MSBe. Thus our analysis results of the embedding
errors in MSRB as shown in Fig. 12. we see that the
embedding errors grow up to the high in;P=
63,191and 255 as a pyramid shape of embedding, error
when the embeds watermark bit equal zero ang ;=P

1002



Am. J. Applied Si., 7 (7): 987-1022, 2010

0, 64, 128 and 192 when the embeds watermark bit So that from Eq. 3| the average of embedding
equal one, as shown the embedding error greatseto terrors in both algorithms between the cover image a
maximum error in MSB= 2" = 32 as a pyramid shape watermarked image, when thg;Pt p’s;, Theoretically

of embedding error. On the other hand the embeddingan be derived by:

errors decreasing to the low level in thgy P 32,

96,160 and 224 when the embedded watermark bit (zn—1+1)

equal zero and if { = 31, 95, 159 and 223 when the The average of embedding errors— — (3m)
embedded watermark bit equal one, as shown the

embedding error go to the minimum error in MSB1.
Our observation from the analysis result of both
algorithms between the LSBand MSB, here the
embedding error is grow up one by one start fronig1
the maximum embedding error £2and then go down
to the ‘1’ and grow up again, it are sketching as
pyramid shape of embedding error, whey) B p'j ( ) . ( ) »
and the embedding error equal zero whgn®p’;; as _o1 w2ty (2
shown in Fig. 7 and 8 and the maximum ij?nbed(&)ir[g err Averg WMSE = M xN .ZI:JZ;{ 2 } { 2 } 3n)
= 2! and the minimum embedding error = 1, where the
embed error in the range from 1-2increased one by Whereas the maximum and minimum of worst
one. Since that from the analysis result of the

mean square error are equal Max.WMSHE2"%)? and
embedding error obtained Fig. 11 and 12. Theotétjca Min.WMqSuE* = 1 after appl(i/lijng bot)r(1 algoriltihm.)

can be calculated the average of embedding errors

between the maximum and minimum in bothThe proposed method: In this letter, have been
algorithms. The following formula will be useful to propose a new novel method of an adaptively pixel

Suppose that all the pixels in the cover image are
used for the embedding of watermark bit by simple
(LSB or MSB;) substitution method, theoretically, from
the Eq. 3m the average of worst mean square atror i
both algorithms can be derived by Eq. 2c as:

calculate the average of embedding errors: adjustment process based on medial pyramid of

embedding error set of the Most-Significant Bit-n
i o . (APAP-MPOERysg,) is proposed to maybe enhance the
;'_1+2+"'+ Z (3) gray scale image quality of the watermarked image

obtained by a new digital watermarking technique in
Hence that ‘i’ is the number of embedding errars a SPatial domain by applying Falling-Off-Boundary In
Eq. 3j, then: Corners Board (FOBCB) of gray scale images with the
random pixel manipulation set of the Most-Signifita
- 2n_1(2n_1+1) Bit-6, (MSB,), where 5n<8 as shown in Fig. 5. The
j=— =7 (3k) basic concept of the pixel adjustment process ef th

i= 2 LSB,, when kn<4 based on the technique proposed in
(Kevin et al., 2005; Chan and Cheng, 2004; Aiad and
gi :2”‘2(2”‘1+1) 3l) Sada, 2007; Wang al., 2000). Hence that the ideas are
s derive from the our analyzed of previous methods$ an
modified algorithms as shown in Fig. 6-12 are

silysis O PAP-algorthn3 set.0£ MSE-6 ) described in study with analysis and modified the

i 3 A / previous methods. However the embedding errors are
sketched as a pyramid or spring shape, furtheritiare

embedding error are restricted between the maximum

g and minimum of embedding errors. Here in our
v proposed method we used to embed watermark bits and
el o to trying to minimize the embedding error in to the

EMB=1

medial pyramid of embedding error.
Let R, ‘Pij and “Rij be the corresponding pixel
— values of the cover image;f that contains (MxN)
R g pixels represent the size of image, (;P the
watermarked imagef obtained by a new digital
Fig. 12: The embedding error of modified schemewatermarking technique in the spatial domain by
(PAP-algorithm-3) applying falling-off-boundary in corners board aiver
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image with the random pixel manipulation set of theintervals depending on the step of the embepdin
Most Significant Bit-6 (MSB) and “R;; the refined Step 2: when MSBequal zero (MSB= ‘0’) and the
watermarked image obtained after the applyingembedded Watermark Bit (EMB) equal one (EMB =
proposed method of an Adaptively Pixel Adjustment'l’). Step 3: when MSB equal one (MSB= ‘1") and
Process based on Medial Pyramid Of Embedding Errathe Embedded watermark Bit (EMB) equal zero (EMB
(APAP-MPOEE) by applying Falling-Off-Boundary in = ‘0’). From step 2 and 3, theoretically can bettar
Corners Board (FOBCB) of gray scale images set@ft segmented into four intervals in step 2 and 3 @ekiv
Most-Significant Bit-6 (MSB)  with the random by:

pixel manipulation (APAP-MPOEE-FOBGRge).
Let's Q' = |'Pg,;-Pijl be the embedding error between
P, and ‘R;; according to the embedding process of the
falling-off-boundary in corners board of cover insag

with the random pixel manipulation set of the MSB Hence that the embedding process in the M&B
described in described in previous methods, whéjg “  the cover image pixel in the boundary of cornerartio
is obtained by the direct replacement of Embeddego form the watermarked pixel ¢ that required eight
Watermark Bit (EMB) W) equal zero EMB ='0" or intervals as Eq. 4a, thus each interval will bedsd in
equal one EMB="1" in the MSB; of the cover image to two intervals to minimizing the embedding erior
pixel. to the medial pyramid of embedding error, then Wl
In this study we shall propose a new novel methodyet sixteen intervals, can be described as: Fivit:be
of APAP-MPOEE set of the MSBy applying falling-  divided each interval in to two intervals as shoiwn
off-boundary in corners board of cover image whb t Fig. 13 and 14. Second: Added"® in each start
random pixel manipulation blind in spatial domain jnterval to get the end of a new interval as shomn
(APAP-MPOEE-FOBCRsgs) maybe to enhance the Fig. 13 and 14, where are from the interval-1 il get
image quality of the watermarked image to greatwo intervals as shown in Fig. 13 and in case.Ilndde
fidelity and imperceptibility under three steps: that each interval from (1-8) is divided in to thaf (12)
in each interval, to obtained sixteen intervalsims
Step 1: Extract pixel from the cover image;fand  case.(1-8) in step: (2 and 3) shown in Fig. 13 a#d

converted in to the binary bits (L&Bss and can be derived in step: (2 and 3). Notice that M8B,
MSBs67,5) as shown in Fig. 5, then set of the Most-within interval 6:n<8:

Significant-Bit-6 (MSB) in each pixel within the

boundary of corners board, as well as when the MSBstep 2: In this step when the MSB ‘0’ in the pixel of
equal zero MSB = ‘0’ and the Embedded Watermarkcover image and EMB = ‘1' o f the embedded
Bit (EMB) of the binary log image W(i,j) equal zero watermark bit, then the value pixels of cover im&gg
EMB = ‘0’ or when the MSB of cover image pixel can be further segmented into four intervals as4#x.
equal one MSB= "1’ and when the EMB of the binary from the total intervals as Eq. 4a, such that:

log image equal one EMB = ‘1’, if MSB EMB, then

do nothing, whereas the APAP-MPOEE of Interval 1:0<p;; <2

watermarked pixel “) = cover image pixel §).Where
the Embedded Bit (EMB) of the binary log imagehis t
same as bit value of M@Bn cover image. Otherwise Interval 3:2™<p ) <5x 2™
when the MSBin cover image not equal the Embedded|nterval 4: 3x 2" < Py < 7x 27
watermark Bit (EMB), MSB # EMB thus the pixel W

256 _

The number of intervals in each sétgp? =

(4b)

Interval 2: 2" < p, , <3x 2™

value of cover image3 can be further segmented into  case: Case 2 Case 3 Case 4
intervals, whereas the maximum pixel value of cover | £ ,_. e ool ool n ool g | e No
; ; ; ; ; ; " chenge B0 il o W e
image in interval with 8 bit at in the range e : prhane g
0<p,, < 256, theoretically can be derived the intervals [ = } ¥ T Za T, e L =
. . . “P=32 “P=6 P =127 =101

depending on the error valud'(3 in each bit as: A ’ A ’ 4 T

) ) 256 The en:i:edd‘eimor 1;—’\
The number of intervals in MSB: i = (4a) il The embedded

error 1£ Q) 216

From Eq. 4a the all number of intervals in MSB,  Fig. 13: Interval of embedding process when MSB
when n = 6. Furthermore will be divided the eight and EMB = 1
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Case 6

No “P=64| No
change

“P=128| No

change

Case 8

Case 7
“p=192| Ne @“P =223

. change

256

T8 160

g 1) & %
¢ ' i 17
“P=150

The embedded
error 1= Q <16

Fig. 14: Interval of embedding process when MSR

and EMB =0

T I
b 20
“p =223

The embedded emmor
17=Q <32

Interval 7:5x "<, <3x 2
Interval 8:7x2"*< p, , < 2"?

In this step based on four intervals from (5-8g t
APAP-MPOEE, which the algorithm requires a
checking between the M3B ‘1’ in the pixel of cover
image and EMB = ‘0’ of the embedded watermark bit
before embedding the watermark bit depending on the
nearest of adaptively pixel in the medial pyramid o
embedding error to inform the watermarked imagg,“P

In this step based on four intervals from (1-#g t 2S shown in Fig. 14, can be described as follows:

APAP-MPOEE, which

the algorithm
checking between the M3B ‘0’ in the pixel of cover
image and EMB = ‘1’ of the embedded watermark bit
before embedding the watermark bit depending on the
nearest of adaptively pixel in the medial pyramid o
embedding error to inform the watermarked imagg,“P

requires a

as shown in Fig. 13, can be described as follows:

Case 1: (8P;) <2", then
if (0 <Py <2”'12), then
Pap =277
else
Py =27
end
Case 2: (2< P < 3x2"Y, then
if (2" < Py < 5x279), then
“P(i,j) =2 -1;
else
Pay =327
end
Case 3: (Z'< P < 5x2"™ then
if (2™ < Py < 9x272), then
Pay =271
else
Pay =5x27
end
Case 4: (3x2< P < 7x2'Y, then
if (3x2" < Py < 13x272), then

“P(i,j) = 3)(2] - 1,
else

Pay = 7x27
End

Step 3: In this step when the MSB: ‘1’ in the pixel of

Case 5: (Z'< Py < 2", then
if (2" < Py < 3x2"72), then
Pay =2 1,
else
if (6<n<7),then
"Pay =2";
else
Py =2 -1,
end
end
Case 6: (3xZ'< Py; < 2™V, then
if (3x2" 1 < Py < 7x22, then
“P(i,j) :3)(2'1_1 '1,
else
if (n==6), then
“Pay =2
else
“P(i'j) :3)(21_1 -1;
end
end
Case 7: (5xZ'< Py; < 3x2”, then
if (5x2" < Py < 11x279), then
“P(i,j) :5)(2'1_1 '1,
else
“P(i,j) :3)(2'1;
end
Case 8: (7xZ'< Py < 2"?, then
if (7X2n_1§ P < 15x21_2), then
“P(iyj) = 7><21_1 -1;
else
"P(iyj) = 7><21_1 -1;
End

cover image and EMB = ‘0’ o f the embedded Encoding process of APAP-MPOEE: The proposed

watermark bit, then the value pixels of cover im&gg
can be further segmented into four intervals as4#x.

from the total intervals as Eqg. 4a, such that:

Interval 5: 2" < p,, <2
Interval 6:3x 2" < p; ) < 2!

algorithm of APAP-MPOERE;ss, developed to the
most-significant-bit MSB, in spatial domain, whereas
5<n<8. Moreover the proposed algorithm of APAP-
MPOEEqsg, used for embedding watermark bits in the
cover image and before embedding requires a chgckin
between the MSBin the pixel of cover image and
EMB of the embedded watermark bit depending on the
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nearest of the adaptively pixel in the medial pyichof “Piy=(3x27n)-1; Wl
embedding error to inform the watermarked image  else

“Pgj- First: Have been permute the pixel of watermark “Poy=7x2n-1;* e o000
image before inserted to protect the watermarkolit end

rearranged pixel according to the security keyavoid end %

possible attack as we used in the published paperend

(Mehemedet al., 2009) reviewed in previous methods end

within step.1l within step.1l. Second: After permthe  end

pixel of watermark image, then will be insertiontlwi else

redundantly distributed the watermark bits over ynan  if(MSBg ==1 & EMB == 0), then
pixels of the cover image, using a small watermark if (P> = 2n-1 and B < 2"n), then

image 16x16, are added simultaneously to improege th if (Pij> = 2"n-1 and R < 3x2"n), then
capacity and to ensure robustness. Third: Thewatig “Piy=(@-1)-1;° "Bl e
algorithm of APAP-MPOEE set of the M@B else
P = imread(num2str(Cover gray scale image)); then “Pap=2rm;o Il ool e
extracted pixel from the cover image, F = {pixel end
pixeb,..., pixeluxn} = Pgjp and convert the cover else %
image pixel R to the binary bits (8 bit grey values) as  if (P;; >= 3x2”n-1 and B, < 2"n+1), then
a LSB; ;34 and MSBs g 75 from right to left as shown if (P,J) >= 3x2"n-1 and B < 7x2"n-2), then
in Fig. 5, then set of the Most-Significant Bitd$Bg) Pip= (3x2"n-1) - 1,° * | - EREERIENE
in each pixel of the cover imageg; Let's have a else
binary watermark image Wiy, whereas the size of “Pop=2/n+1; [ Bl o] e
WL = [T,U] and WL = {0,1}, T equal U, then end
extracted binary bits from the watermark image aselse %
EMB = {EMB]_, EMB Dyeeny EMB(Txu)} = EMB (i) if (P(IJ)> 5x2”n-1 and P)< 3X2’\n) then
where is n = 6; then can be described as follows: if (Pijp>= 5%2"n-1 and B < 11x2"n-2), then
“Pajy=(5%x2*n-1) -1, Bl * 1
Fori=1toM else
Forj:].tON “P(i‘j):3x2"n;\1 3 - BEERERD
MSBs = bitget (R, n); end
if(MSBg==0&EMB==0)|(MSB==1&EMB==1), then  else %
“Pij = Py : No change. if (Pgy>= 7x2"n-1 and By < 2'n+2), then
else “P(i,j)=(7><2 n- 1) :I.,l lhl il Bl B
if (MSBg == 0 and EMB == 1) then end
if (Pij> = 0and @) < 2"n-1)then end
“P(J)—anH B o[ °] end
else % end % if MSB==1 & EMB==0
if (Pg; > =2"n and p) < 3x2”n-1), then end % if MSB==0 & EMB==1
if (P> =2"n and @) < 5x2"n-2), then end %if(MSB=0&EMB=0)|(MSB=1& EMB=1)
“PIJ)_(Z n) 1‘ouh ‘1‘ 1‘1‘ end % for
else end % for
“P(i,j):3><2"n-1\," : ofofofe o]
end Four: From the above algorithm of proposed
else % method (APAP-MPOEE set of the M§Bused by
if(Pg; >= 2"n+1 and B)< 5x2"n-1), then applying a falling-off-boundary in corners boardtbé
if(Pi>=2"n+1 and ii< 9x2"n- 2i then cover image with the random pixel manipulationhie t
“Pip=(2~n+1)-1," Wl [ ] e 1] spatial domain (APAP-MPOEE-FOBGRBgs). The
else proposed APAP-MPOEE-FOBGRBgs method using as
“Poy=5x2~n-1, "o lo[o[ o] a embeds watermark bits in a boundary in corneascho
end of the cover image and before embedding requires a
else % checking between the M@ the boundary in corners
if(Pg;)>=3%2"n and P,<7x2"n-1), then board pixel of the cover image and EMB of the
if(Paj>=3"n and R} <13x2"n-2), then embedded watermark bit, depending on the nearest of
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the adaptively pixel in the medial pyramid of scheme as shown in the flowchart for the embedding
embedding error to inform the watermarked imageprocess of the APAP-MPOEE-FOBGEss Scheme in
“Pi; obtained by a APAP-MPOEE-FOBGBss  Fig. 15.
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A O ey watermark bit equal one EMB = 1 in the MSB |63-
31| = 32, otherwised = (0),0 = (00000000) Suppose
the embed equal one EMB = 1 in the MS®&here the
MSBg of the pixel in the cover image MgRBqual zero
MSBg = 0, so the ‘R = (00100000) = (32),,. Notice
that the difference error @ = ['P;j-Pg;| = 32-0 = 32,
then the max-embedding error = 32. Otherwise let's
: ' e have the following pixel in the cover imageg;P=

Y 550 .60 B0 ToS 058 50165 180 195210225 240255 (32)10 = (000100002) Suppose the embed binary
oy sesle ue of mase watermark bit equal zero EMB = 0 in the MSBihere

Fig. 16: Comparisons proposed method of APAp-the MSE of the pixel in the cover image Mg@qual

MPOER;sgs With the ‘R, are obtained by the ©N€ MSE = 1, then the ‘R) is obtained by the direct
direct replacement of embeds watermark bits. replacement of Embedded Watermark Bit (EMB) when

MSBg = ‘1'and EMB = ‘0’ in the MSR of the cover

Decoding process of APAP-MPOEE: A decoder image pixel to produpe Watermarl_<ed pixel(_i,jgyP:
using to extracted watermark bits from drawbacks in(,000000003: (O)o- Notice that the difference @' =
falling-off-boundary in corners board of the !P(i,i)'P(i,i)| be the embedding error betweeg,Fand
watermarked imageyfy, by using inverse the same Puj according to the embedding process of the binary
procedure of the embedded algorithm without usirgg t Watermark bit equal zero in the M&8|0-32| = 32, also
steps of embedding process in proposed methodtadjunen Ry = (63ho = (00111111} Suppose the embed
recovery the watermark bits from the falling-off- €qual zero EMB = 0 in the MSBwhere the MSBof
boundary in corners board in watermarked imagdhe Pixel n the cover image MgBqual one MSB= 1,
depending on the sequence number G to know thEen the ' = (00011111) = (31)o. Notice that the
manipulation pixel between boundary corners board i difference error i)' = ['Pg;)-Pg,;| = |31-63| = 32, then
the watermarked imageyfy, and then select one of the max-embedding error = 32 for all the embedding
drawbacks in the MSB after extracted watermark Process. only the embedding error equal z&ro=
required a secret Keyto rearranging the change of the |'Pi)~Piyl= 0 when the embed watermark bit equal the
frames per row, then the watermark in original fgem Same of the MSEin the cover image pixel. Hence that
thus obtained. This is completes watermark exwacti the émbedding errors are cons@nt 32.

process. A quantitative estimation for thealiy of Second: From the above analysis have been
extracted watermark image W\ under inspection with Proposed - a novel algorithm of APAP-MPOEE
or without external attacks by compared with thedeveloped to the Most-Significant-bit M3Eh spatial

original watermark W(i,j) as reference can be esged  d0omain, where is 5«8, for trying to enhance the
as a normalized cross correlation, psnr and siiyilar Image quality of the watermarked image. Hence that
function. when applying proposed method of APAP-MPOEE set

of the MSB; in spatial domain. For example let's have
Analysis the scheme of APAP-MPOEEysgs To  the following pixel in the cover image = (31)0=
analysis the above algorithm of APAP-MPQRE; (00011111) Suppose the embed watermark bit equal
according to the cases from (1-8) are generated @ne EMB = 1 in the MSB where the MSB of the
sixteen intervals, where are two interval in eachcover image pixel equal zero M§B 0, then have been
pyramid case of embedding error as shown in Fig. 16apply case.l in the proposed method (APAP-
First: Let's have the following pixel in the covienage, MPOEREysgs) = “Pgj) = 2" = (00100000) = (32) as
Pij) = (31} = (00011111) Suppose the embed binary shown in Fig. 13. Notice that the difference eisaR =
watermark bit equal one EMB = 1 in the MSBvhere  ['Pg;~ Pyl be the embedding error betweepRnd
the MSB; of the pixel in the cover image M$Bqual  “Pj according to the embedding process of the
zero MSB = 0, so the ‘R; is obtained by the direct watermark bit equal one EMB = 1 in the MSB |32 -
replacement of Embedded watermark Bit (EMB) of31| = 1. Another example let's havg;P= (16}, =
binary image W(i,j), when MSB= ‘0’and EMB = ‘1’ (00010000). Suppose the embed equal one in the
in the Most-Significant-Bit-6 (MSP of the cover MSBs, where the MSBof the cover image pixel equal
image pixel to produce watermarked pixel;jP= ~ zero, then have been apply case.l in the proposed
(00111111) = (63). Notice that the difference &' =  method (APAP-MPOEfsss) = “Piy = 27 =
I'Pgj-Pijl be the embedding error betweepyRand  (00100000) = (32)o is obtained by the direct
‘P according to the embedding process of the binaryeplacement of APAP-MPOEfsgs as shown in Fig. 13,
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so that the difference error§s = |"P;;-P;;| = |32 — 16|

= 16, notices that the embedded error in the came.1 Hence from Eq. 4c the summation of embedding
become in proposed method as in to a interVaf 2 errors i’ can be calculated the average of embregidi
<P;;< 2", where are in the range fromQ<16. It has  errors between the cover image and watermarkedémag
the same embedding errors in case. 2, 3, 4, 5dG@@s  derived by:

shown in the intervals of embedding process in E38

and 14, where are the embedding errors are mindnize _ 2n73(2n72+]) 241

to the half (¥2) with compared by the direct repraeat ~ The average of embedding error— " —= ==— (4d)
of the embedded watermark bit. Finally, from the\ab

analysis of proposed method of APAP-MPQEE When the By # "pg;. Suppose that all the pixels in

according to the cases from (1-8) the embeddin®rr {he cover image are used for the embedding of
Q increased one by one according to the values\®ico yatermark bit by proposed method, theoreticallg th
image pixel B in the range from 2° <Py< 2", jyerage of worst mean square error between the

where are become when n = 6 in the range<6#<16  ¢oyer image and watermarked image can be derived
as shown in Fig. 16, where is each case minimittieg by Eq. 2c:

embedding errors to the medial pyramid of embedding
error to inform the watermarked pixel? By the way

_ 2
shown in the sketched of the Fig. 16, each caseaAverg.WMSE = 1 ii{?“l}
M xN 1 2

{ 2"‘; 1} (4e)

sketched the pyramid of embedding error are =L =L
minimized to the half (2% of maximum embedding

error(Z™), when the values of gray scale in cover  Notice that the WMSE = [2)? by the direct
image pixel B in the interval between"Z< P replacement by the simple LgBnd MSB, substitution
<15x2"2 as shown in Fig. 13 and 14. Otherwise themethod are constant of embedded error"% But with
embedding errof are grow one by one according to proposed method (APAP-MPOEE-FOBR8e the

the values of gray scale in cover image pixgj P the ~ max-worst mean square error Max.WMSE (2'9?,
range from 1ZQ<32 as shown in the first half of case.1 Min.WMSE = 1 and the average worst mean square
and in the last half in case.8, when the valuegraff  error are obtained in Eq. 4e. Moreover the embepdin
scale in the cover image pixe} Pin the intervals from errors are minimized to the half (*2) from the max-
0<P;;<2"?as shown in Fig. 13 with case 1 and fromembedding error€) in the watermarked image as
15x2"<P;)<256 as shown in Fig. 14 with case 8.shown in Fig. 16. Let's WMSE and Max.WMSBe
Notices that in the proposed method the embeddinthe worst mean square error between watermarked
errorsQ are minimized to the half (*2), where are theimage and cover image are obtained the WMSE =
embedding errors decreased one by one as showg.in F(2"%)? by the direct replacement of simple LSBr

16 in each case, when the values of gray scaleemadvSB, substitution and the Max.WMSEby proposed
pixel R in the interval between"Z < Py < 15x2*  method (APAP-MPOEE-FOBGRge). Theoretically,
with compared by the direct replacement of embegidin by combining WMSE and Max.WMSEwe have:
watermark bits ‘@ as shown the embedding errges

are constan®’ = 32. On the other hand from the Fig. 16, ;o WMSE (22¥

theoretically can be calculated the summation of WMSE  (20)? (4f)
embedding errors in all intervals, but will be resgs the

gray scale values B from intervals @P;;<2" and

from 15x27<P;;<256 as shown in Fig. 13 and 14. \\  \vMsE = Max.WMSE WMSE (49)
While almost of gray scale images are out of these WMSE

intervals. Our proposed algorithm minimized the

embedding error from {2) in the maximum pyramid of (2"2)?2

embedding error to the medial pyramid of embeddingMax-WMSE T WMSE (4h)

error (27 as shown in Fig. 16, then the summation
number of embedding errors ‘i are start from ope t
(29 are growth one by one, the formula will be useful ~ From Eq. 4h and when n = 6 reveals that the

to calculate the summation of embedding errors ‘i": Max. WMSE = £ WMSE averg.WMSE = 0.0705WMS
2 , : :

Znii S1+2+ ..+ 272 :7?72(2"72+ 1)

. . 1 .
= o3 2 4c and the Min WMSE =—— WMSE, this result of our
< 2 z3(z+4  (40) 1024
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analyzed shows that the average of embedding arrors Q, there are only 256 possible pixel values for elgh
Eq. 4d = 8.5 and WMSHbbtained by proposed scheme gray scale images. Theoretically, in the Table 1
are proved efficient and better than obtained by thtabulates the number of embedding err@rgor some

previous methods and modified algorithms. of n = 1 to eight-bit of gray scale images in (L.S#d
MSB,). It could be seen that the image quality of the
RESULTSAND DISCUSSUON watermarked image is degraded drastically when n

growth up one by one. In this letter, the number of
The experimental results have been computed anembedding error& in proposed method set of MSB

applying to measure the performance result byl6yay, 8.5wgand i, are lowest than with compared of
comparative study between the previous methodghe list substitutions of previous methods and riedi
modified algorithms and proposed method (APAP-algorithms. Moreover in the proposed method, the
MPOEREysge) in two parts with discussion (i): embedding errors are minimized to the half %% fréwn t
Theoretically analysis and (iijppplied on the different maximum embedding error® = 2"' = 32 in the
benchmark of six-test-images and two quantum ofvatermarked image as shown in Table 1 theoretically
watermark bit embedded, to study the performance oflowever the worst mean square error WMSE and
enhancement grey scale image quality means (fjlelit WMSE', theoretically calculated in the Table 2
imperceptibility, capacity and robustness undethef tabulates the WMSE for all eight-bit of gray scale
mechanism different image attacks. images in (LSB and MSB). It could be seen that the

image quality of the watermarked image is degraded
The experimental result computed theoretically: drastically when growth depth in the M$8ne by one.
Experimental results have been computed theorbtical In this letter the WMSEin proposed method set of
Suppose that all the pixels in the cover imageused  MSBg = 2564a, 72.2%.g and s, are lowest with
for the embedding of watermark bit by the list of compared of the list substitutions of previous rodth
substitutions of previous methods, modified aldons  On the other hand, let the worst mean square error
and proposed method (APAP-MPOfke), WMSE obtained by simple LSBr MSB, substitution
theoretically, have been measure in the Max, Mid anmethod equal = (2Y? and the simple k-LSB
the average number of embedding er@yrsvorst mean substitution method using ‘k’ capacity of embedded
square error WMSE, WMSEand worst Peak Signal to watermark bits = (2*)>as shown in Table 2. Furthermore
Noise Ratio (PSNRs) between the cover imagg ;- the WMSE* obtained by the list substitutions of
and watermarked imagg ;f Have been seen that the previous methods and proposed method, it is be the
Table 1-4 tabulates the comparisons resultsworst mean square error between the watermarked
Furthermore, in the worst number of embedding serrorimage and cover image as shown in Table 2.

Table 1: The number of embedding errors are condgagtnveen the proposed method, previous methodmaddied algorithms

There are only 256 possible pixel values for elghgray scale image.
Formula of the number Thus the theatrically arialg$éthe number of embedding errors are:

Comparison between methods of embedding errors
of embedded watermark bits: Level ¥R # P LSB; LSB, LSB; LSB, MSBs MSBg MSB; MSBg
Simple LSB or MSB substation method ~ Constant " 2 1 2.0 4.0 8.0 16.0 32.0 64.0 128.0
Methods of Wang-Lin-Lin Max b 1 2.0 4.0 8.0 16.0 32.0 64.0 128.0
n-1 _ 3 _
scheme and PAP-algorithm-1 Average wl 1 2.0 35 6.5 125 24.5 48.5 96.5
set of MSB Min 2241 1 2.0 3.0 5.0 9.0 17.0 33.0 65.0
Simple k-LSB substitution method using Constant2*— 1 1 3.0 7.0 15.0 31.0 63.0 127.0 255.0
'k' capacity of embedded watermark bits
Method of Chi-Kwong-Cheng Max e 1 2.0 4.0 8.0 16.0 32.0 64.0 128.0
k-1
scheme, using 'k' capacity of Average 2 2+ ! 1 15 25 45 8.5 16.5 32.5 64.5
embedded watermark bits in k-LSB Min 1 1 1.0 1.0 0 1. 1.0 1.0 1.0 1.0
PAP-algorithm-2 set of MSB Constant ot 1 2.0 4.0 8.0 16.0 32.0 64.0 128.0
Method of Aiad and Abdul scheme Max " 1 2.0 4.0 8.0 16.0 32.0 64.0 128.0
n-1
and PAP-algorithm-3 set of M§B Average 2 2+ 1 1 15 25 4.5 8.5 16.5 325 64.5
Min 1 1 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Proposed method Max "3 1 1.0 2.0 4.0 8.0 16.0 32.0 64.0
n-2
Average 2 2+l 1 1.0 15 25 4.5 8.5 16.5 325
Min 1 1 1.0 1.0 1.0 1.0 1.0 1.0 1.0
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Table 2: Theoretically the WMSE and WMSEith comparisons

Formula of the Worst
Mean Square Error of
embedding watermark

Suppose that all the pixelthe cover image are used for embedded
watermark bits by the lissuaifstation method. Thus the theatrically
analysis of the worst meaareWMSE and WMSH are:

Comparison between methods bits (WNSEhen
of embedded watermark bits: Level ¥8nand R # P LSB; LSB, LSB; LSB;, MSBs MSBs; MSB; MSBg
Simple LSB or MSB substation method Constant "2 1 4.00 16.00 64.00 256.00 1024.00 4096.00 16384.00
Methods of Wang-Lin-Lin Max @Y? 1 4.00 16.00 64.00 256.00 1024.00 4096.00 16384.00
. 227 -2+ 1) 1]
scheme and PAP-algorithm-1 Average - 1 4.00 12.25 4225 156.25 600.25 2352.25  9312.25
set of MSB Min 22+ 1Y 1 4.00 9.00 25.00 81.00 289.00 1089.00 4225.00
Simple k-LSB substitution method using Constant * 4y 1 9.00 49.00 225.00 961.00 3969.00 16129.00 65025.
'k' capacity of embedded watermark bits
Method of Chi-Kwong-Cheng Max 2)? 1 4.00 16.00 64.00 256.00 1024.00 4096.00 16384.00
[ok1 4472
+
scheme, using 'k' capacity of Average 2 > ! 1 2.25 6.25 2050 72.25 272.25 1056.25  4160.25
embedded watermark bits in k-LSB Min 1 1 1.00 1.001.00 1.00 1.00 1.00 1.00
PAP-algorithm-2 set of MSB Constant ~ (2%? 1 4.00 16.00 64.00 256.00 1024.00 4096.00 16384.00
Method of Aiad and Abdul scheme Max "% 1 4.00 16.00 64.00 256.00 1024.00 4096.00 16384.00
[ on-1 12
+
and PAP-algorithm-3 set of MGB Average 2 > ! 1 2.25 6.25 20.25 72.25 272.25 1056.25  4160.25
Min 1 1 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Proposed method Max )3 1 1.00 400 16.00 64.00 256.00 1024.00 4096.00
_2n72 + 1_2
Average > 1 1.00 2.25 6.25 20.25 7225 27225  1056.25
Min 1 1 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Table 3: The combining WMSE within WMSENd comparisons
: WMSE'
Formula of the Worst ~ WMSE = (2'%)? or (¥ -1f WMSE m WMSE
Mean Square Error theoretically analysis ofdbmbining WMSE within WMSEare:
Comparison between methods (WM§EEvhen
of embedded watermark bits: Level X8nand R # P'gj LSB; LSB, LSB; LSB, MSBs MSBg MSB; MSBg
Methods of Wang-Lin-Lin Max @Y? WMSE WMSE WMSE WMSE WMSE WMSE WMSE WMSE
. (2@ -2+ 1)~ 1
scheme and PAP-algorithm-1 Average - 1 1.0000 0.7656 0.6601  0.6103 0.5861 0.5742 0.5683
set of MSB Min 22+ 1Y 1 1.0000 0.5625 0.3906 0.3164 0.2822  0.2658 0.2578
Method of Chi-Kwong-Cheng Max 2) 1 0.4440 0.3265 0.2844  0.2663 0.2579.2539 0.2519
Mokt 4472
+
scheme, using 'k' capacity of Average 2 > ! 1 0.2500  0.1275 0.0900 0.0751 0.0685  0.0654 0.063
embedded watermark bits in k-LSB  Min 1 1 0.1111 204 0.0044  0.0010 0.0002 6.20E-05 1.53E-05
PAP-algorithm-2 set of MSB Constant (29?2 WMSE WMSE WMSE WMSE WMSE WMSE WMSE WMSE
Method of Aiad and Abdul scheme Max "% WMSE WMSE WMSE WMSE WMSE WMSE WMSE WMSE
[ on-1 12
+
and PAP-algorithm-3 set of MgB Average 2 2 ! 1 0.5625  0.3906 0.3164  0.2822 0.2658  0.2578 0.2539
Min 1 1 0.2500 0.0625 0.0156  0.0039 0.0009 0.00026.10E-05
Proposed method Max )3 1 0.2500  0.2500 0.2500  0.2500 0.2500  0.2500 0.2500
e o
+
Average 2 > ! 1 0.2500  0.1406 0.0976  0.0791 0.0705  0.0664 0.0644
Min 1 1 0.2500 0.0625 0.0156  0.0039 0.0009 0.00026.10E-05
Theoretically are computed in the Table 3, tabgldbe Max.WMSE = 1/4AWMSE, averg WMSE =

combining between the WMSE and WMSkbr all
eight-bit of gray scale images in (LSBnd MSB),

WMSE'

reveals thatWMSE = WMSE. It could be seen
WMSE

that in the MSB the combining are reveals that the

0.0705WMSE andVin. WMSE' =F124 WMSE, obtained

by the proposed method is better than that obtaliryed
the list substitutions of previous methods and tiedi
algorithms as shown in Table 3.
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Table 4: The worst cases of PSNRand comparison

Formula of the Worst Suppose that all the pixelthe cover image are used for embedded
Mean Square Error of watermark bits by the lissabstation method. Thus the theatrically analysis
embedding watermark in the worst PSNR (dB) by Kpare:
Comparison between methods bits (WMSBhen
of embedded watermark bits: Level k8nand R # P LSB, LSB, LSB; LSB, MSBs MSBs MSB; MSBg
Simple LSB or MSB substation method Constant "2 48.130 42.110 36.089 30.069 24.048 18.027 12.007 .9865
Methods of Wang-Lin-Lin Max @Y? 48.130 42.110 36.089 30.069 24.048 18.027 12.007 .9865
. 227 -2+ 1) 1]
scheme and PAP-algorithm-1 Average - 48.130 42.110 37.249 31.872 26.192 20.347 14.4158.4402
set of MSB Min 22+ 1Y 48.130 42.110 38.558 34.151 29.045 23.521 17.7600.8720
Simple k-LSB substitution method using ~ Constant ¥ 2y 48.130 38.588 31.228 24.608 18.303 12.143  6.0540.0000
'k' capacity of embedded watermark bits
Method of Chi-Kwong-Cheng Max 2)? 48.130 42.110 36.089 30.069 24.048 18.027 12.0078.9866
Mokt 4472
+
scheme, using 'k' capacity of Average 2 > ! 48.130 44.608 40.172 35.066 29.542 23.781 17.8930.9390
embedded watermark bits in k-LSB Min 48.130 48.1348.130 48.130 48.130 48.130 48.1300 48.1300

1
PAP-algorithm-2 set of MSB Constant  (2%? 48.130 42.110 36.089 30.069 24.048 18.027 12.0073.9866
Method of Aiad and Abdul scheme and Max "t 48.130 42,110 36.089 30.069 24.048 18.027 12.0073.9866

[ on-1 T?
+
PAP-algorithm-3 set of MSB Average % 48.130 44.608 40.172 35.066 29.542 23.781 17.8930.9390
n . . . . . . .
Mi 1 48.130 48.130 48.130 48.130 48.130 48.130 13 48.1300
Proposed method Max )3 48.130 48.130 42.110 36.089 30.069 24.048 18.027Q.0070
[ Hn-2 12
+
Average 2 2 ! 48.130 48.130 44.608 40.172 35.066 29.542 23.7817.8931
Min 1 48.130 48.130 48.130 48.130 48.130 48.130 13 48.1300

Finally, the Table 4 tabulates the worst case olinder of the mechanism different image attacks. In
PSNRyorstag) for each LSB and MSB of gray scale order to compare the performance results of the
image. It could be seen that the image qualityhaf t proposed novel method APAP-MPOEE set-of-the
watermarked image is degraded drastically when ™MSBgs by applying falling-off-boundary in corners
growth one by one initial to the eight-bit. Hendmtt board of cover image with random pixel manipulation
theoretically, the worst case of PSNR: in proposed in spatial domain (APAP-MPOEE-FOBGBze), with
method set of MSB= (24.04&g)max (29.54%i)ag  the state-of-the-art-algorithms are required, Keial.
and (48.13@g)min are higher than with compared of the (2005) proposed an investigation into the use LSB
list substitutions of previous methods and modifiedsubstitution in digital watermarking by simple M§$SB
algorithm. Where the PSNRs are obtained by the substitution, Wangt al. (2000) proposed hiding data in
proposed method is better than that obtained byishe images by optimal moderately significant bit
substitutions of previous methods and modifiedreplacement used LSB Chan and Cheng (2004)
algorithm as shown in Table 4. Furthermore, theproposed hiding data in images by simple LSB
proposed method of an adaptively pixel adjustmensubstitution using k-right most LSBs substitutiop b
process based on medial pyramid of embedding errapplying OPAP, Aiad and Sada (2007) proposed hiding
set of the Most-Significant-Bit-n (APAP-MPOREze), data using LSBby applying LPAP and our method of
the algorithm is requires a checking between tha8MS robust digital watermarking based falling-off-boangl
in the pixel of cover image and EMB of the embeddedn corners board gray scale images (Mehereedl.,
watermark bit before embedding the watermark bit2009), by the way will be compare the modified
depending on the nearest of adaptively pixel in thelgorithms of previous methods (PAP-algorithm-1,
medial pyramid of embedding error to inform the PAP-algorithm-2 and PAP-algorithm-3) by applying
watermarked image (3. Thus theoretically are proved the falling-off-boundary in corners board of cover
efficient and better than obtained by the previousmage set-of-the MSBwith random pixel manipulation
methods and modified algorithms. in spatial domain with proposed method. A set of

standard six-test grey scale images (Lena, Boat,
The experimental result applied on different Baboon, jet, Birds and Pills) 512x512 gray scalele
benchmark: The experimental results have beenimages has been used as a cover images as shown in
applied on different benchmark six-test-images é,en Table 5 and two quantum of watermark bit embedded,
Boat, Baboon, jet, Birds and Pills) to study theby using a different size of binary watermark image
performance of enhancement grey scale image quali§5x45 and 16x16 as shown in Fig. 17, are used to
(fidelity), imperceptibility, capacity and robuss® tested the performance of capacity, by insertioth wi
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redundantly distributed the watermark bits over ynan
pixels of the cover image, by using a small binary
watermark image 16x16, are added simultaneously im
the falling-off-boundary in corners board pixel fime
cover image as a capacity data bits to increase
watermark intensity as a power of the embedded
watermark, this procedure maybe increasing the
robustness, as well as the increasing the watermark
intensity will be cause the cost of the degradatn
watermarked image. However the max-bits can be
embedded 2048 bits in the cover image.

Imperceptibility: To measure the performance and
compare between the state-of-the-art algorithms are
required (Kevinet al., 2005; Chan and Cheng, 2004; *
Aiad and Sada, 2007; Mehemetdil., 2009; Wangt al.,
2000) and modified algorithms of previous methotls.
evaluated imperceptibility to sense the degree of
distortion resulting from pixel value changes in
watermarked imagepfny by the most popular difference
distortion measures of pixel based metrics. These
measures metrics are all based on the differertvesba

the cover image frn) and watermarked image:

* Average absolute difference: AD is used to
measure the variation of the embedding errors
occurred by the embedded watermark bits between
the cover images and watermarked image as shown
in Table 5. Whereas the AD of the proposed
method is equal (0.03277d)}age Where the
proposed method are lowest than with compared
between previous methods and modified
algorithms. Since that in the modified algorithm
(PAP-algorithm-3), the AD are equal
(0.068829)\erage Where are lower with compared of

methods of previous methods and modified
algorithms are higher

Normalized average absolute difference: NAD is
used to measure the variation of changes the range
of pixel intensity values between the cover image
and watermarking image as shown in Table 6.
Whereas in the proposed method the NAD =
(0.000253)erage are the lowest than with compared
of the list substitutions of previous methods and
modified algorithms. Moreover the NAD of
modified PAP-algorithm-3 is (0.000532)age
where the PAP-algorithm-3 is better than with
compared of the other modified algorithms

Mean square error: The MSE is the cumulative
squared error between the watermarked image
famn and the cover imagephy. The Table 7
tabulates the MSE, whereas a lower value for MSE
is in proposed method equal (0.358%

where are lesser error with compared between
previous methods and modified algorithms.
Moreover the MSE of modified PAP-algorithm-3
is equal (1.55133%)kmge Where the PAP-
algorithm-3 is better than with compared of the
other modified algorithms. Moreover the lower
value of MSE, means that the lower the error

M D

(a)-watermark (a)-watermark
(16+16) (45+45)

the previous methods. Thus the AD in the otherFig. 17: The binary watermark image

Table 5: The performance results of AD with comgams

AD have been applied on different benchmark tesgies

et

=2 W = [ k8

Comparisons between state-of-the-art algorithm Lena Boat Baboon Jet Birds Pills
Methods of Wang-Lin-Lin scheme 1.168892 1.137920 142609 1.151752 1.136826 1.132618
Method of OPAP K-LSB k = 1 0.205574 0.205532 0.205383 0.205204 0.294310.204983
Method of OPAP K-LSBy k = 2 0.290031 0.290611 0.289585 0.289799 0.290260.289192
Method of OPAP K-LSB, 3k =3 0.577080 0.581444 0.575672 0.579075 0.58103D.572990
Method of OPAP K-LSB;, 34k = 4 1.169395 1.125023 1.144703 1.157658 1.14966@.148590
Method of Aiad and Abdul scheme 1.250572 1.247662 256798 1.263229 1.240578 1.255844
Method of an investigation into simple M&8ubstation 16.025024 16.151730 15.819946  16.53833.013550 16.237183
Method, filling-of-boundary in corners bored setMEBg 0.119873 0.121826 0.127075 0.122559 0.121948 0225
Applying method of optimal moderately by 0.109798 .110042 0.106998 0.094780 0.090996 0.098965
FOBICB-set-of-MSRB and (PAP-algorithm-1)

Applying method of hiding data using FOBICB set @1R03 0.072075 0.068748 0.063946 0.076675 0.070324
of MSBg with modified LSB > 34MSBs and (PAP-algorithm-3)

Applying method of OPAP algorithm by FOBICB-set- of 0.119873 0.121826 0.127075 0.122559 0.121948 5022
MSBg and (PAP-algorithm-2)

Proposed method of APAP-MPOEE applying filling-of- 0.029156 0.036804 0.033241 0.030457 0.0340880 D7&R9

boundary in corners bored set-of-MSB
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Table 6: The performance results of NAD with conigans

987-1022, 2010

NAD have bee

n applied on different benchmark tesiges

E =2 m = B\ 8
Comparisons between state-of-the-art algorithm Lena Boat Baboon Jet Birds Pills
Methods of Wang-Lin-Lin scheme 0.009358 0.008795 008896 0.006500 0.010368 0.008925
method of OPAP K-LSB k=1 0.001646 0.001589 0.001599 0.001158 0.09186  0.001609
method of OPAP K-LSB; k = 2 0.002322 0.002246 0.002255 0.001636 0.002647 0.002270
method of OPAP K-LSB, 3k =3 0.004620 0.004494 0.004482 0.003268 0.005299 0.004499
method of OPAP K-LSBz 34k = 4 0.009362 0.008696 0.008912 0.006534 0.010486 0.009018
Method of Aiad and Abdul scheme 0.010012 0.009643 .009785 0.007130 0.011315 0.009860
Method of an investigation into simple M&8ubstation 0.128299 0.124840 0.123165 0.093341 46082 0.127481
Method, filling-of-boundary in corners bored setMEBg 0.000960 0.000942 0.000989 0.000692 0.001112 08100
Applying method of optimal moderately by 0.000879 .00D858 0.000833 0.000535 0.000830 0.000777
FOBICB-set-of-MSRB and (PAP-algorithm-1)
Applying method of hiding data using FOBICB set (ma90 0.000557 0.000535 0.000361 0.000699 0.000552
of MSBg with modified LSB > 34MSBs and (PAP-algorithm-3)
Applying method of OPAP algorithm by FOBICB-set- of 0.000960 0.000942 0.000989 0.000693 0.001112 008D
MSBsg and (PAP-algorithm-2)
Proposed method of APAP-MPOEE applying filling-of- 0.000233 0.000284 0.000259 0.000172 0.000311 058002

boundary in corners bored set-of-MSB

Table 7: The performance results of MSE with corigoars

MSE have been

applied on different benchmark teagées

B B2 m %= W\
Comparisons between state-of-the-art algorithm Lena Boat Baboon Jet Birds Pills
Methods of Wang-Lin-Lin scheme 8.3271260 8.021168 .088958 8.163006 8.077568 8.037651
method of OPAP K-LSB k=1 0.4587710 0.458591 0.457703 0.457867 08544 0.456493
method of OPAP K-LSB; k = 2 1.3857420 1.390625 1.381290 1.387402 1.3B510 1.377754
method of OPAP K-LSB, 3k =3 5.7503970 5.797272 5.735722 5.796764 5.89282 5.676796
method of OPAP K-LSBy 34k = 4 23.8972470 22.528656 23.321171  23.569286 34P851 23.173866
Method of Aiad and Abdul scheme 3.7582860 3.740513 3.780121 3.822701 3.726509 3.771149
Method of an investigation into simple M&8ubstation 512.8000781  516.855469  506.238281 8@963 512.433594 519.589844
Method, filling-of-boundary in corners bored setMEBg 3.8359380 3.898438 4.066406 3.921875 3.902344 390
Applying method of optimal moderately by 3.2481800 3.270924 2.987247 2.434158 2.262512 2.617588
FOBICB-set-of-MSRB and (PAP-algorithm-1)
Applying method of hiding data using FOBICB set 6113400 1.584038 1.538620 1.429089 1.781166 1.613369
of MSBg with modified LSB »,34MSBs and (PAP-algorithm-3)
Applying method of OPAP algorithm by FOBICB-set- of 3.8359380 3.898438 4.066406 3.921875 3.902344  034@B
MSBs and (PAP-algorithm-2)
Proposed method of APAP-MPOEE applying filling-of- 0.3041800 0.420105 0.366882 0.323944 0.375168 P7¥B2

boundary in corners bored set-of-MSB

Normalized mean square error: We know that the
distance measure is normalized to a range between
0 and 1. It is independent of the range of grajesca
values in the images. The Table 8 tabulates the
NMSE, whereas the proposed method are get a
great-ideal of NMSE equal (0.000QL)age With are
compared of the list substitutions of the previous
methods and modified algorithms. On the other
hand the same case in the modified algorithms
(PAP-algorith-3) equal (0.000083).5. Where the
proposed method is better than compared with each
other methods. Here the NMSE of proposed
method suggests the images are very similar in
spatial layout and gray scale values
Signal to noise ratio: We know that the higheraati
means that the less obtrusive of the embedding
1014

errors in the watermarked image. Thus the Table 9
tabulates the SNR; the proposed method is getting
a higher of SNR equal (47.34791367 gdB)ge
with compared of the list substitutions of the
previous methods and modified algorithms.
Moreover the SNR is a technical term used to
characterize the quality of the watermarked image.
On the other hand have been see that the modified
algorithm  (PAP-algorith-3) are get SNR
approximately equal (40.98167283dR)g. Where

the proposed method is better than compared with
each other methods. Here the SNR of proposed
method suggests the Image Fidelity (IF) is very
similar in spatial layout and gray scale valueshwit
the lowest distortion in gray scale image. Thus thi
is the prove imperceptibility and image fidelity of
our proposed method, where are great higher SNR
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Table 8: The performance results of NMSE with corigoas

NMSE have been applied on different benchmarkinesges

B = W = [N &

Comparisons between state-of-the-art algorithm Lena Boat Baboon Jet Birds Pills
Methods of Wang-Lin-Lin scheme 0.000475 0.000428 000458 0.000245 0.000574 0.000413
method of OPAP K-LSB k=1 0.000026 0.000024 0.000026 0.000014 0.0p0030.000023
method of OPAP K-LSB; k = 2 0.000079 0.000074 0.000078 0.000042 0.000098.000071
method of OPAP K-LSB, 3k =3 0.000328 0.000309 0.000325 0.000174 0.000418.000292
method of OPAP K-LSBy 34k = 4 0.001364 0.001202 0.001320 0.000707 0.001660.001191
Method of Aiad and Abdul scheme 0.000214 0.000200 .00@214 0.000115 0.000265 0.000194
Method of an investigation into simple M&8ubstation 0.029260 0.027574 0.028653 0.015884 3603B 0.026711
Method, filling-of-boundary in corners bored setMEBg 0.000219 0.000208 0.000230 0.000118 0.000277 [2[0139]0)
Applying method of optimal moderately by 0.000185 .00D175 0.000169 0.000073 0.000161 0.000135
FOBICB-set-of-MSRB and (PAP-algorithm-1)

Applying method of hiding data using FOBICB set (mo78 0.000085 0.000087 0.000043 0.000127 0.000083
of MSBg with modified LSB 2 34MSBs and (PAP-algorithm-3)

Applying method of OPAP algorithm by FOBICB-set- of 0.000219 0.000208 0.000230 0.000118 0.000277  0QE®
MSBs and (PAP-algorithm-2)

Proposed method of APAP-MPOEE applying filling-of- 0.000017 0.000022 0.000021 0.000010 0.000027 018000

boundary in corners bored set-of-MSB

Table 9: The performance results of SNR with corispas

SNR have been applied on different benchmark tesges

B 2 W =

B #

Comparisons between state-of-the-art algorithm Lena Boat Baboon Jet Birds Pills
Methods of Wang-Lin-Lin scheme 33.231720 33.68624633.392360 36.108440 32.408291  33.838476
Method of OPAP K-LSB k=1 45.820713 46.114363 45.865988 48.619551 906403  46.295423
Method of OPAP K-LSB, k =2 41.019846 41.296522 41.068973  43.804919 66282  41.498050
Method of OPAP K-LSB,3k =3 34.839693 35.096386 34.885942 37.595085 433®  35.348735
Method of OPAP K-LSB, 34k =4 28.653192 29.201270 28.794319 31.503477 92830  29.239783
Method of Aiad and Abdul scheme 36.686773 36.9993116.696766 39.403238 35.768075  37.125031
Method of an investigation into simple M&8ubstation 15.337184 15.594931 15.428273 17.990528.384721  15.733161
Method, filling-of-boundary in corners bored set\dEBs 36.597955 36.819717 36.379715  39.292004 35.5678435.864929
Applying method of optimal moderately by 37.320269 37.581918 37.719111  41.363453 37.935188  38.710755
FOBICB-set-of-MSRB and (PAP-algorithm-1)

Applying method of hiding data using FOBICB set 086728 40.730967 40.600509  43.676349 38.974053 1283

of MSBg with modified LSB »,34MSBgs and (PAP-algorithm-3)

Applying method of OPAP algorithm by FOBICB-set-MSBs 36.597955 36.819717 36.379715  39.292004 35.5678435.864929
and (PAP-algorithm-2)

Proposed method of APAP-MPOEE applying filling-afdmdary ~ 47.605362 46.495044 46.826555 50.122240 738841  47.299440

in corners bored set-of-M$B

Table 10: The performance results of PSNR with caiepas

PSNR have been applied on different benchmarkrtesies

bl  -a @ M
) :

s

Comparisons between state-of-the-art algorithm Lena Boat Baboon Jet Birds Pills
Methods of Wang-Lin-Lin scheme 38.925852 39.088428 39.051341  39.012303  39.057997 39.079512
method of OPAP K-LSB k=1 51.402418 51.516544 51524969 51.523413 555809 51.536459
method of OPAP K-LSB, k =2 46.703865 46.698703 46.727954  46.708782 18688 46.739086
method of OPAP K-LSB,3k =3 40.690663 40.498567 40.544923  40.498947 94408 40.589771
method of OPAP K-LSBz 34k = 4 34.527257 34.603451 34453300 34.407339 43637 34.480819
Method of Aiad and Abdul scheme 42.290906 42.40149242.355747  42.307101 42.417782 42.366067
Method of an investigation into simple M&8ubstation 21.031317 20.997112 21.087254  20.894321.034428 20.974197
Method, filling-of-boundary in corners bored setMEBg 42.292088 42.221898 42.038696 42.195866 42.217%48105965
Applying method of optimal moderately by 43.014402 42.984100 43.378092 44.267315 44.584894 43.951791
FOBICB-set-of-MSRB and (PAP-algorithm-1)

Applying method of hiding data using FOBICB set 732861 46.133148 46.259490 46.580212  45.623759 53467

of MSBg with modified LSB »,34MSBs and (PAP-algorithm-3)

Applying method of OPAP algorithm by FOBICB-set- of 42.292088 42.221898 42.038696  42.195866  42.21754B105965
MSBs and (PAP-algorithm-2)

Proposed method of APAP-MPOEE applying filling-of- 53.299495 51.897225 52.485536 53.026103 52.388548546476

boundary in corners bored set-of-MSB
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e Peak signal to noise ratio: We know that the tylpica Where are very similar in spatial layout of gray
PSNR values range between 20 and 40 dB, whergcale values between cove image and watermarked
higher is better for quality image. Here in the image. Furthermore the image fidelity measure $® al
Table 10 tabulates the PSNR, in the modifiedcommonly referred to as an image metric, the
algorithm (PAP-algorithm-3), the PSNR are equaltraditional image fidelity standard are the Mean
(46.2399895 dB)erage Where are higher than with Squared-Error (MSE), Signal-to-Noise Ratio (SNRJ an
compared of the previous methods and modifiedhe Peak Signal-to-Noise Ratio (PSNR) for covergena
algorithm. But in the proposed method is getting awith watermarked image. From the Table 6-10 in
higher of PSNR equal (52.6062305 gB)q. With ~ proposed technique measuring, First: The measuring
compared of the list substitutions of the previousvalue of NAD equal (0.000253).4e are signifies
methods and modified algorithms. Thus where thdesser error in the watermarked image. Second: The
guality degradations could hardly be perceived byMSE has been obtained a lowest average of the edjuar
human eye, then the PSNR of proposed methodifference between the intensity of the cover image
suggests the high quality image and Image Fidelityvatermarked image at each pixel location equal
(IF), where are very similar closeness in spatial(0.358758)crage With ideal value in the NMSE equal
layout of gray scale values between cove imagd0.00001)ge- Third: The SNR getting a higher ratio
and watermarked image. So that this is the provequal (47.34791367 dB).ge Means that the lesser
imperceptibility and image fidelity for our obtrusive of the embedding errors (called noisethin
proposed method, where are greatens higher PSN®Rvatermarked image. Whereas the SNR is a technical

term wused to characterize the quality of the

Image fidelity: Have been see that the Table 1lwatermarked image detection. Four: The PSNR is

tabulates the Image Fidelity (IF), in the modified getting a higher of PSNR equal (52.6062305,0B)e

algorithm (PAP-algorithm-3), the Image fidelity are here a logically a higher value of PSNR is highliiya
equal (0.99991616%).ge Where are lower than with watermarked image. Thus form our observation the
compared of the previous methods and modifiedvalues of (Image fidelity, NAD, MSE, NMSE, SNR and
algorithm. But on the other hand the image fidetify PSNR) in proposed method are demonstrates better
the proposed method are getting ideal value equglerformance than of the list substitutions of the

(0.999980667)erage With compared of the list previous methods and modified algorithms, these are

substitutions of the previous methods and modifiedoroves of the imperceptibility, higher quality

algorithms. Thus where the quality degradationdccou watermarked image means image fidelity of our
hardly be perceived by human eye, then the imagproposed novel method as shown the watermarked
fidelity of proposed method suggests a high quality image in the Fig. 18a-g shown the extracted watgtma

watermarked image and higher imperceptibility. image using as logo/hidden.

Table 11: The performance results of image fideliish comparisons
Image fidelity have been applied on different benatk test images

B = m = |

Comparisons between state-of-the-art algorithm Lena Boat Baboon Jet Birds Pills
Methods of Wang-Lin-Lin scheme 0.999525 0.999572 999542 0.999755 0.999426 0.999587
Method of OPAP K-LSB k=1 0.999974 0.999976 0.999974 0.999986 0.99996 0.999977
Method of OPAP K-LSB, k =2 0.999921 0.999926 0.999922 0.999958 0.99990P.999929
Method of OPAP K-LSB,3k =3 0.999672 0.999691 0.999675 0.999826 0.999581.999708
Method of OPAP K-LSB, 34k =4 0.998636 0.998798 0.998680 0.999293 0.998340.998809
Method of Aiad and Abdul scheme 0.999786 0.999800 .999786 0.999885 0.999735 0.999806
Method of an investigation into simple M&8ubstation 0.970740 0.972426 0.971347 0.984116 636634 0.973289
Method, filling-of-boundary in corners bored setMEBs 0.999781 0.999792 0.999770 0.999882 0.999723 e 2iele]
Applying method of optimal moderately by 0.999815 .999825 0.999831 0.999927 0.999839 0.999865
FOBICB-set-of-MSRB and (PAP-algorithm-1)

Applying method of hiding data using FOBICB set 90922 0.999915 0.999913 0.999957 0.999873 0.999917
of MSBg with modified LSB »,34MSBgs and (PAP-algorithm-3)

Applying method of OPAP algorithm by FOBICB-set-MSBs 0.999781 0.999792 0.999770 0.999882 0.999723 0BP9
And (PAP-algorithm-2)

Proposed method of APAP-MPOEE applying filling-aftimdary 0.999983 0.999978 0.999979 0.999990 0.999970.999981

in corners bored set-of-M3B
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performance results as shown in Table 10. The
= extracted watermark image comparator by using NCC,

: 4 SM and psnr with measuring the PSNR of watermarked
“tc).B;ﬁE' ( d}‘_j'e; o image after attacked. The observations of the_ meqbo_
method are robust under effect of Gaussian noise
attacks applying in the different benchmark tesiges
M with different size of watermark image inserted.u3h
: o the results are shown in Table 12 shown the PSNR of
(e)-Birds (D-Pills (2 () watermarked image obtained after added Gaussiae noi

equal (47.50548083average With inserted watermark
Fig. 18: (a-f): The watermarked image and (g and h)image 45x45 and equal (47.439@JRerage With inserted
The extracted watermark image watermark image 16x16, as seen that by applying
proposed method the NCC = (0.8958Q8),. psnr =
Robustness: We evaluated robustness of the proposed8.9545278gayerageand SM = (0.9074646%)age With
method (APAP-MPOEE-FOBGRge), under major the extracted watermark image 16x16 and NCC =
digital signal processing operations  (attacks):(0.8407545)erage PSNI = (8.25548888)averageand SM
Watermark degrading attacks, watermark removak (0.8572943)c.e With watermark image 45x45.
attacks and geometric transformations attacks,siygu  Results show the proposed method (APAP-MPOEE-
different benchmark six-test-images (Lena, Boat[FOBCBysges) deals with Gaussian noise excellently and
Baboon, jet, Birds and Pills) and under using défé  good robustness. The extracted watermark can nmainta
size of binary watermark image 45x45 and 16x16 aa good similarity with the original one even afthe
shown in Fig. 17, where are used as a tested thgatermarked image is adding Gaussian noise and with
performance of capacity, by insertion with redurtjan compared the FOBCBMSBmethod within const-of-
distributed the watermark bits over many pixeldt&  embedding error.
cover image, by using a small binary watermark ienag
16x16, where are added simultaneously in the fllin Effect of salt and pepper noise: In this experiment we
off-boundary in corners board pixel to improve theadd Salt and Pepper noise to the watermarked iti@ge
capacity and to ensure robustness. They are gogserformance results as shown in Table 12, the PGNR
representatives of the more general attacks. Thills wwatermarked image obtained after added Salt and
be measure the similarity between the originalPepper noise equal (18.440548%erage With inserted
watermark and extracted watermark, after applyingvatermark image 45%x45 and equal
attacks by NCC in Eq. 2j and SM in Eq. 2k, whereag18.423221164)awerage With inserted watermark image
the similarity values NCC and SM of about 0.75 or16x16, as seen that by applying proposed method of
above is considered acceptable and with computinAPAP-MPOEE-FOBCRsge) the NCC =
psnr between the original watermark and extracteq0.988029167)crage PSNr = (19.4816956d)average 2N
watermark. SM = (0.9916938)crage With the extracted watermark
image 16x16 and NCC = (0.971397§d)ge pPSNr =
The watermark degrading attacks: For adding the (15.7933993s)average @aNd SM = (0.974951)rage With
Gaussian noise, Salt & Pepper noise and Specké noiwatermark image 45x45. Results show the proposed
to the watermarked image, the added noise is @aethod (APAP-MPOEE-FOBGRge deals with Salt
watermark degrading attack, where are add noiséean and Pepper noise excellently and good robustndss. T
used as an attacks to remove the watermark. Frem tlextracted watermark can maintain a higher simijlarit
performance results are obtained under degradingith the original one even after the watermarkeddm
attacks as shown in the Table 12, comparisons legtwe is adding Salt and Pepper noise with heavily desptad
proposed method (APAP-MPOEE-FOBR8¢ and of watermarked image and with compared the
FOBCBsgs method to study the performance robustFOBCBMSRE; method within constant of embedding
results between the constant of the embedding enmdr error.
proposed method of an adaptively pixel adjustment
process based on medial pyramid of embedding errdtffect of speckle noise: In this experiment we add
set of the MSR Speckle noise to the watermarked image the
performance results as shown in Table 13, the PBNR
Effect of Gaussian noise: In this experiment we add watermarked image obtained after added Speckles nois
Gaussian noise to the watermarked image thequal (47.97788183)awerage With inserted watermark
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image 45x45 and equal (47.902916@Lerage With = (0.86057416%)crage With watermark image 45x45.
inserted watermark image 16x16, as seen that bResults show the proposed method (APAP-MPOEE-
applying proposed method of (APAP-MPOEE- FOBCBysgs) deals with Speckle noise excellently and
FOBCBysgs) the NCC = (0.9049483)a¢e PSNr = good robustness. The extracted watermark can nmainta
(9.52216838)average aNd SM  (0.91736783)rage With a high similarity with the original one even aftire

the extracted watermark image 16x16 and NCC =watermarked image is adding Speckle noise and with
(0.84341883),crage Psnr = (8.4450288)average@Nd SM  compared the FOBCBMSBnethod.

Table 12: Performance results under degradingkattaecd comparison
The watermark degrading attacks:

Deferent Water-

Bench- marked Gussion noise Salt and papeenois Speckle noise
Different capacity mark test image
of W inserted Methods images PSNR (dB) PNSR NCC psnr SMPNSR NCC psnr SM PNSR NCC psnr SM
Inserted watermark The method of  Lena 42.29209 .48110.98 16.70 0.9800 18.48 0.973 15.82 0.98 41.6698 17.270 0.982
image size of 45x45 FOBCB-M$B Beat 42.22190 41.42 0.98 17.60 0.9840 1857 0.968.28 0.97 4159 0.98 18.010 0.985
Baboon  42.03870 41.25 0.99 17.50 0.9830 18.72750.916.63 0.98 41.43 0.98 17.040 0.981
Jet 42.19587 41.39 0.98 16.80 0.9810 18.03 0.9718.43 0.97 41.09 0.98 15.990 0.976
Birds 42.21755 4141 099 18.90 0.9880 1841 &.94551 0.97 41.66 0.99 20.050 0.991
Pills 4210597 41.32 0.98 16.90 0.9810 18.26 4€.986.73 0.98 41.44 0.98 18.010 0.985
Inserted watermark Proposed method Lena 53.29950.694 0.86 8.88 0.8760 18.54 0.975 16.63 0.98 48.8885 8.915 0.876
image size of 16x16 APAP-MPOEE Beat 51.89723 47289 8.52 0.8600 1859 0.968 15.28 0.97 48.06 0.78.737 0.830
by FOBCP-MSB Baboon 52.48554  47.47 0.84 7.92 0.8460 18.73 0.9I6.63 0.98 48.20 0.88 8.123 0.859
Jet 53.02610 47.64 0.84 7.96 0.8490 18.05 0.978.431 0.97 4649 081 7.131 0.816
Birds 52.38855 47.44 0.84 8.37 0.8600 18.42 0.968%.51 0.97 4855 0.87 9.884 0.901
Pills 52.54048 47.51 0.88 7.89 0.8530 18.31 0.96/%.28 0.97 47.99 091 8.881 0.882
Inserted watermark The method of Lena 42.29438 .19411.00 24.10 0.9970 18.52 0.994 24.08 1.00 41.3r99 24.080 0.997
image size of 45x45 FOBCB-M$B Beat 41.10731 40.47 0.99 2410 0.9970 18.48 0.988.06 0.99 40.62 0.99 24.080 0.997
Baboon 42.30538 41.48 0.99 24.10 0.9970 18.72830.918.06 0.99 41.66 0.99 21.070 0.994
Jet 41.80323 41.08 1.00 21.10 0.9950 18.05 0.999.31 0.99 40.78 0.99 19.310 0.992
Birds 42.19587 41.41 0.99 2410 0.9970 18.48 4£€©.999.31 0.99 4163 0.99 21.070 0.994
Pills 42.61326 41.74 0.99 21.10 0.9940 18.21 ®.988.06 0.99 41.86 0.99 21.070 0.994
Inserted watermark Proposed method Lena 53.29950.574 0.89 9.17 0.9100 1859 0.989 21.07 0.99 484594 10.470 0.936
image size of 16x16 APAP-MPOEE Beat 51.89723 46@@2 8.06 0.8810 1850 0.983 18.06 0.99 47.50 0.88.031 0.908
by FOBCP-MSB Baboon  52.48554  47.54 0.92 9.31 0.9180 18.70 0.982.07 0.99 4831 0.92 7.955 0.890
Jet 53.02610 47.64 0.90 8.90 0.9080 18.07 0.999.311 0.99 46.46 0.87 8.285 0.893
Birds 52.38855 47.35 0.91 8.52 0.9010 18.42 0.98B.06 0.99 4845 0.91 11.290 0.946
Pills 52.54048 47.73 0.93 9.77 0.9260 18.26 0.98®.31 0.99 4824 0.93 10.100 0.931

Table 13: Performance results under geometrickattand comparison
Geometric transformations attacks:

Deferent Scaling (60%) Rotation 30°CW Geometigtortion
Different capacity benchmark
of W inserted Methods testimages NCC  psnr SM NCC psnr SM PNSR NCC psnr SM
Inserted watermark  The method of Lena 0.846  7.590.84 0.809 5.44 0.75 37.34 0.80 6.640 0.80
image size of 45x45 FOBCB-M$B Beat 0.846 7.59 0.84 0.781 5.57 0.75 38.94 0.78 4777 0.82
Baboon 0.846  7.59 0.84 0.816 5.50 0.76 40.18 10.8 6.791  0.80
Jet 0.846 7.59 0.84 0.799 5.42 0.75 40.72 0.86 .542%6 0.81
Birds 0.846  7.59 0.84 0.834 5.64 0.77 40.56 0.837.098 0.82
Pills 0.846 7.59 0.84 0.845 5.51 0.77 40.28 0.806.842 0.81
Inserted watermark  Proposed method Lena 0.846 7.59.84 0.801 5.33 0.75 38.70 0.55 3.868 0.59
image size of 16x16 APAP-MPOEE  Beat 0.846 7.59 0.840.781 5.57 0.75 40.99 0.40 3.905 0.53
by FOBCP-MSB Baboon 0.846 7.59 0.84 0.816 5.50 0.76 43.57 0.593.624  0.59
Jet 0.846 7.59 0.84 0.799 5.42 0.75 44.70 0.57 .6103 0.58
Birds 0.846 7.59 0.84 0.834 5.64 0.77 44.24 0.573.561 0.58
Pills 0.846 7.59 0.84 0.845 5.51 0.77 43.79 0.673.595 0.62
Inserted watermark  The method of Lena 0.884 8.170.89 0.906 7.65 0.88 37.19 0.89 7.748 0.88
image size of 45x45 FOBCB-M$B Beat 0.884 8.17 0.89 0.873 7.27 0.87 38.30 0.90 .319 0.91
Baboon 0.884 8.17 0.89 0.895 7.55 0.88 40.26 7 0.8 8.172 0.89
Jet 0.884 8.17 0.89 0.906 7.27 0.87 40.33 0.91 518 0.90
Birds 0.884 8.17 0.89 0.934 7.65 0.89 40.51 0.899.031 0.91
Pills 0.884 8.17 0.89 0.912 7.85 0.89 40.51 0.858.519  0.90
Inserted watermark  Proposed method Lena 0.884 8.10.89 0.906 7.65 0.88 38.68 0.75 4540 0.75
image size of 16x16 APAP-MPOEE  Beat 0.884 8.17 0.890.873 7.27 0.87 40.86 0.75 4260 0.75
by FOBCP-MSRB Baboon 0.884 8.17 0.89 0.873 7.55 0.88 43.59 0.754.492  0.75
Jet 0.884 8.17 0.89 0.876 7.55 0.87 44.71 0.75 .21 0.75
Birds 0.884 8.17 0.89 0.934 7.65 0.89 44.16 0.764.638 0.76
Pills 0.884 8.17 0.89 0.912 7.85 0.89 43.86 0.824.589 0.77
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Geometric transformations attack: Most attacks will most widely used compression algorithms for images
first apply the geometric transformation for e.g.,order to reduce the file size and save limited badth.
horizontal flip, rotation, cropping, scaling andEI® In this experiment, the watermarked images are
compression then save the images with geometricompressed by JPEG standard and the performance
transformation. It makes sense to test robustnéss eesults as shown in Table 13, as seen that the R8NR
watermarking system to geometric transformationwatermarked image obtained after compressed equal
From the performance results are obtained under th@2.6655318g)average With inserted watermark image
geometric transformations attacks as shown in thd5x45 and equal (42.6415218)kverage @and with
Table 13 comparisons between proposed methoihserted watermark image 16x16, by proposed method.
(APAP-MPOEE-FOBCRsgs) and FOBCBysgs Furthermore the NCC = (0.75001633)¢ PSnr =
method to study the performance robust resultsdmtw (4.455400%g)average@Nd SM = (0.75015364)}rage Of the
the constant of the embedding error with the predos extracted watermark image 16x16 and NCC =
method of an adaptively pixel adjustment procesetda (0.556741verage PSNI = (3.69376%8)average@Nd SM =
on medial pyramid of embedding error set of the MSB (0.582182167)eraqe Of the extracted watermark image

) ) o 45%x45. Thus the results shown that the proposed
Re-scaling: The robustness against re-scaling is testedechnique deals with geometric distortion of JPEG
by first resizing the watermarked image to the &tal ¢ompression excellently and good robustness ortly wi
factor 60% of its size and then enlarging the imeme oyiracted watermark 16x16 are inserted with
its original size. Whereas the performance resasts redundantly distributed of the watermark bits over
shown in Table 13, as seen that by applying pra;bosemany pixels in the cover image, it is added
method of (APAP-MPOEE-FOBGRge) the NCC = gimyltaneously in the falling-off-boundary in corse
(0.883978)erage PSNT = (8.17173@)average@Nd SM = hard pixel to improve the capacity and to ensure
(0.891396)erage With the extracted watermark image ,opustness. While the FOBGEBss method is great a
16x16 and NCC = (0.8460%ldage PSNr = higher robustness with both extracted watermarlgama
(7.5865036)average @nd SM = (0.83788Qkrage With  Otherwise the proposed method is robust under

watermark image 45x45. The results show the praposeayiracted watermark 16x16 and low level with
method is resilient in the scaling image of fadi0fb,  oyiracted watermark 45x45.

deals to excellently and good robustness. The extla

watermark can maintain a good similarity in both yorizontal flip: In this experiment we flipped
inserted watermark image with the original one evenrizontal or vertical) the watermarked image with
after the watermarked image is re-scaling and Wieh  |osing any value as well as the proposed scheme is
similarity comparison of the FOBCBMS3nethod. resilience to flipping. Thus the watermark can ballw
Re-rotation: In this experiment is tested by first rotate d6t€cteéd and extracted with higher robustness and

the watermarked image small angle rotation 30°CV\)’VIthOUt any effected distortion.
and then re-rotate the watermarked image to theesam . : . : . .
angle rotation 30°CCW to its original size, the Croppm_g. The Image cropping 1S -a d|spos_|t|on
performance results as shown in Table 13, as $een t geometrical attack; in this experiment we crop hie t

by applying proposed method of (APAP-MPOEE-mediaI of the watermarked image and then the
FOBCBysse) the NCC = (0.89917383) psnr = watermark image can be well detected and extracted
- . rage

(7.58603165)average@Nd SM = (0.8791805)rage With with high robustr_less _i_n both meth_ods. Thus the
the extracted watermark image 16x16 and NCC =Proposed scheme is resilience to cropping.
(0.8127705)erage PSNI = (5.49271816d) averagedNd SM ]

= (0.75595883)erage With watermark image 45x45. Tuewgtermarlkremovgl att)gcks ioulati f

The results show the proposed method is resilietié ~ Changding in lower order bit manipulation of gray
rotation image of 30°CW, deals to excellently andd) valugs In this experiment, if the attacker knows that
robustness. The extracted watermark can maintain teli‘e image has watermark embedded, then the attacker

good similarity in both inserted watermark imagehwi \(/jvofuld _onlyhhavifto replace all ILSB bitShWiTS?Bmg_lé
the original one even after the watermarked image-i eleating the eflects or complement the IS8 an

. : the watermark cannot be recovered from lower order
rotate and with the comparison of the FOBCBMSB .
method P N bits LSB 34 So that the proposed method (APAP-

MPOEE-FOBCRysgs) and the FOBCBMSBmethod
Geometric distortion with JPEG compression: JPEG ~ prevents the attacker to detect or replacing bitsgre
called unintentionally attack is currently one dfet the PSNR obtained after changing in lower ordeiobit
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the LSB ,34= 31.48 dB and then can be well detectedembedding error§2 are obtained lowest in the \J§,
and extracted watermark with high robustness i bot8.5,,; and 1, but within combining between the
methods. WMSE and WMSE reveals that the

1 .
Altered image: The altered image called a removal Max.WMSE T4 WMSE are better and in worst case of

attack well here the extraction/detection processtill PSNRyost €qual (24.048s)maxs (29.542ug)avg and
image is presented. In this experiment we altemebe (48.13Qus)vin are higher in almost cases of a
of the watermarked image with other face or othetheoretically computed are proved better than that
scene. Since that the embedding of watermark bés aoptained by the list substitutions of previous moeth
in the falling-off-boundary in corners board of eov and modified algorithm. (i) by the way with applien
image. Whereas the watermark image can be wethe different benchmark of six gray scale images an
detected and extracted with high robustness in botfyo quantum of watermark bit embedded are compared
methods. with an previous works and modified algorithms was
found better. Thus the proposed method leads to
Drawing image: The image drawing is a removal imperceptible embed watermark bits with presenang
attack; in this experiment we drawing on thehigher fidelity and good robustness in all differen
watermarked image. Thus the watermark image can bgenchmark of test-images the watermarks were
well detected and extracted with higher robustriess extracted from watermark degrading, removal and
both methods. Whereas that the embedding oOfeometric transformations attacks to an acceptable
watermark bits are in the falling-off-boundary in degree of SM and NCC with extracted watermark

corners board of cover image. image 16x16 are inserted with redundantly distedut
of the watermark bits over many pixels in the cover
CONCLUSION image, it is added simultaneously in the falling-of

boundary in corners board pixel are proved the afpa
The digital watermarking technology is a way t0and ensures robustness, when the watermarks thus

apply digital information hiding techniques to peew  embedded were found perceptually non-obstructive on
malicious and non-malicious attacks to detect hidde six different gray scale images. Finally, the prsgmb
information. Have been proposed a new novel methodmethod, there is no perceptual distortion (fidglity the
fidelity and robust watermark embedding methodoriginal and watermarked image with PSNR =
satisfies the requirements and problems at the Samg2.606230%:)aerage Which means that the proposed
time in an acceptable manner, called adaptivelglpix novel technique has satisfied the criteria thaéféinient
adjustment process based on medial pyramid ofyatermark should be unobtrusive imperceptibility,
embedding error applying in the falling-off-boungamn  robust, discreet and easily extracted in spatiahaip.
corners board of the cover image set-of-the MostBy the way from our study of previous methods and
Significant-Bit-6 with the random pixel manipulatio modified the algorithms, the our performance resaie
blind in spatial domain (APAP-MPOEE-FOBEke).  obtained by computed theoretically and applied fuen t
Furthermore the proposed APAP-MPOEE-FORf#  different benchmark of six gray scale images, weeoke
method using as a embedding watermark bits in théhat the modified algorithm (PAP-algorithm-3) great
boundary in corners board of the cover image an@;ood performance PSNR = (46.23998@%erage With
before embedding requires a checking between theompared of the previous works and modified
MSBs in the boundary in corners board pixel of thealgorithms. Further research works may be carrigdro
cover image and EMB of the embedded watermark bitspatia| domain Watermarking to generate: (1) |—hghe
depending on the nearest of the adaptively pixéh& robustness digital watermarking image by applying
medial pyramid of embedding error to inform the proposed method with using a factor controller of
watermarked image. Experimental results of theembedding error. (2): Applying proposed method e t

proposed method was computed (i) Theoretically arolor image to achieve more increasing the capaxity
effectiveness in the average of worst case an@igher robustness.

minimized the embedding error from"BQuax in the

maximum pyramid of embedding error to the medial REFERENCES

pyramid of embedding error’(’é) medias Where are the
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