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Abstract: Problem statement: Measuring volatility is an important issue for ftomarket traders.
Also, volatility has been used as a proxy for m&ds associated with the asset. This study aims to
compare the different volatility models based omwheell they model the volatility of the India NSE.
Approach: The study has made use of five models which astokcal/Rolling Window Moving
Average Estimator, (ii) Exponentially Weighted MogiAverage (EWMA), (iii) GARCH models, (iv)
Extreme Value Indicators (EVI) and (v) Volatilitpdex (VIX).The data includes the daily closing,
high, low and open values of the NSE returns frdd8522008. The model comparison was done on
how well the models explained the ex-post volatiliVald's constant’s test was used to test which
method best suited the requirememssults: It was concluded that the AGARCH and VIX models
proved to be the best methods. At the same timeeEet Value models fail to perform because of the
low frequency data being usedonclusions: As other research suggests these models perforim bes
when they are applied to high frequency data swctha daily or intraday data. EVIs give the best
forecasting performance followed by the GARCH an ¥hodels.

Key words: Volatility models, Volatility Index (VIX), Exponerdlly Weighted Moving Average
(EWMA), historical/rolling window, garch models, {€ago Board Options Exchange
(COBE), Extreme Value Indicators (EVI), currencyriet

INTRODUCTION portfolio construction both from investors and the
perspective of fund managers.

All financial markets have numerous participants  Volatility has remained the central concept in
in the form of investors, fund managers and policyfinance, whether in derivative pricing, asset atomn,
makers. Every investor has a different risk appetitd ~ Or risk management. A number of attempts have been
wants to make returns according to the same. Few d®ade to find the best measure of volatility throwgh
this on their own and many consult fund managets. A diversified family of models. The success or faluf
their attempts are affected by the decisions optiiey these volatility measuring models depends cruciaily

: : P the ability to generate accurate volatility fordsas
makers. But the underlying aim of all participaiggo . X
see that the financial markets move in their fadirof There are a wide array of ARIMA models, which have

. been used in forecasting the equity value and nniggsu
the_m use past data to see h.OW the asset prices ham% volatility in the equity markets. However thase
varied and how the prices will be the next workin

) - gquite a strong body of literature advocating the o
day. In this context, volatility and the measurerédof 1o GARCH family of models to forecast volatility
play a very important role to equity and derivasive (Batra, 2004; Chongt al., 1999; Chuangt al., 2007;
traders as well. They are interested in the preaedt Fioros, 2008; Poon and Granger, 2003; Walsh and
future direction and the degree to which the maiket Tsou, 1998; Akgiray, 1989, Corhay and Rad, 1994;
moving. Historically, volatility has been defined the  Magnus and Fosu, 2006; Nazeral., 2010). Despite
variation in asset prices. Volatility has been uasda  the importance of conditional volatility, the e}
proxy for riskiness associated with the asset. Anditerature has not yet reached an agreement onhehet
hence volatility estimation is of central importanto  implied GARCH or stochastic volatility estimators
risk management, pricing (especially options) andprovide better and more accurate forecasts of littat
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Furthermore, there are also wide array of othethe volatility of the Shenzhen Stock Market hasrbee
models beyond the GARCH family, which are alsoattempted through three different models: LogishR
claiming their supremacy over others in measuring1) and AR (2). The investigation shows that the @R
volatility in the equity markets. One of such maded 54| exhibits the best predicting result, whertes
the Chicago Boarq Options Exchange (COBE) leAR (2) model exhibits predicting results that is
model. The CBOE introduced a new VIX to the world . .
of volatility measurement. The research papelmterm_ed'ate be_:tween the AR (1) model and the
published by the CBOE describes the methodology fol-09iStic regression model. ,
calculating the new Volatility Index (VIX) of theack A study (Brandt and Kinlay, 2005) considered the

markets. It is a robust and an efficient method ofProperties of a wide range of statistical measures
forecasting volatility and considers the entiregmrof ~ Volatility, from the common standard deviation retr
option prices (Index Options) available. One of thest ~ to less widely used range-based measures. Thiarobse
important features of VIX, as the study points é@ithat, indicates that the efficiency of the methods depeorul
historically, VIX hits its highest levels duringrtes of  properties such as the sample size and frequency,
financial turmoil and investor fear. As marketsawer  process drift, opening gaps and time-varying viitti
and investor fear subsides, VIX levels tend to drop It shows that the extreme value estimators protide
Against this back drop an attempt has been made toest results when compared to other methods but eve
(i) examine different volatility models and (ii) mpare  these methods are faulty when the frequencies eme v
these volatility models forecasting ability. In teidy  high. The performance of these estimators further
five models have been estimated and analyzed @md th deteriorates in the presence of other exceptiool as
volatility forecasting ability has been comparedieSe stochastic volatility and opening gaps. None of the
models are (i) Historical/Rolling Window Moving estimators achieves anything close to the levels of
Average Estimator, (ii) Exponentially Weighted Mogi  efficiency expected from theory or those seen in
Average (EWMA), (i) GARCH models, (iv) Extreme gmyjation studies. One more finding is that the

Value Indicators (EVI) and (v) Volatility Index (X). classical estimator performs significantly worserth

Before explaining the types of models used in th'sany of the other estimators on every criterion.

study it is imperative fo discuss some important Bali (2005) introduces a conditional extreme value

properties of stock returns, as only a few modaterc i . .
. ; X volatility estimator (EVT) based on high-frequency
{o these important properties. These properties(aje returns. The relative performance of the extremaeva

Time varying volatility: the volatility of stock nikets - i ) . . :
varies with time, (b) Volatility clustering: Theris  Volatility estimator is compared with the discréirme
high serial correlation between squared returnsagg GARCH and implied volatility models. The authors

been found that there are stretches of time wheRave used intraday data for their research stuteyT
volatility is relatively high and stretches of timéhen  find that the forecasting ability of various disterdime
it is relatively low and (c) Leverage effect: Vadlay GARCH models turns out to be inferior to VIX and
is high on bad days when compared to good days iEVT. Of the three they find that the EVT providés t
the stock market. Therefore, this exercise hasaos best forecast for high frequency data. SuganumaQR0
the methods for estimating volatilities that filfthe looks mainly at VAR which in turn depends on the
three aforementioned properties. volatility. He considers that different volatility
The study first reviews the literature on the was  measures such as rolling window, EWMA, GARCH
types of volatility measuring models and their ifpilo  and stochastic volatility GARCH and EWMA type
forecast the volatility of the stock return. Nexew models that incorporate the dynamic structure of
present the methodology adopted and data set used yolatility and are capable of forecasting futurdeor
the study. It follows the empirical results deriviedm  of risk should perform better than constant, rgllin
the various forms of aforesaid volatility modelsden  \yindow volatility models. The study finds that the
study and their comparisons for best volatility mogels might not be consistent in performance in
measurers.  Finally, the study concludes andjigterent time periods. They use White’s bootstrap
recommends the model that is capable of forecastineihog to confirm the above findings. No model
the volat|llty espemally n the contest of NIFTY consistently outperforms the benchmark. This hédps
returns in the Indian scenario. explain the observation that practitioners seeipréder
simple models such as constant volatility rathereamo
Literature review: We make here an extensive attemptcomplex models such as GARCH.
to review the literature on different volatility Kumar (2006) made an attempt to examine the
forecasting models. (Pangt al., 2007) Using the comparative performance of volatility forecasting
weekly closing price of the Shenzhen Integratecexpd models in Indian Markets i.e., Indian stock andefor
1488



Am. J. Applied Sci., 7 (11): 1487-1494, 2010

markets. It was observed from the out of sampleproxies, based on intraday data. In this studylatiity
forecasts and the number of evaluation measurds thproxy is the result of applying a positively
rank a particular method as superior that we céer in homogeneous functional to the intraday return Bsce
that EWMA will lead to improvements in volatility This is a limitation that rules out, for instaneeatility
forecasts in the stock market and the GARCH (5ill) w Predictors. On the other hand, it offers the paksitof
achieve the same in the FOREX market. developing a simple theory for comparing and
Ajay (2005) made an attempt to model and forecasPPimizing proxies. Equivalently, the correlatiorithiw
volatility in Indian capital markets comparing the daily volatility is large. For the S and P 500 data
performance of various unconditional and conditiona €0mbination of the high-lows over ten-minute ints
volatility models. He used daily data of Nifty sssifor andoz)hdeparlca)i(;lme returns over ten-minute interyialsls
3 years (1999-2001). As far as forecasting abitify . y .
models and estimators is concerned, the authods fin Finally, Mapa (2004) proved f[hat GARCH (1.1) is
that the conditional volatility models fare extrdyne not the best method for forecasting the exchange ra

. : . latility. He shows a comparative analysis of thi¢
poorly in forecasting five-day (weekly) or monthly Vo
realized volatility. In contrast, extreme value ARCH-type models. The authors have used the

; . ; xchange rates data to forecast the volatility haf t
estimators, except the Parkinson estimator, perforrﬁmericgn Currency Market. They find that the 1¥ARCH
relatively well in forecasting volatility over thes (2, 2) and EGARCH models perform the best because

horizons.
Banerjee and Sarkar (2006) attempted to modetlhey ac_commodate _the_ Ie_verage ef_fects._ Th(_ay also
volatility in the daily return of the NSE using dat emphasize on the distribution used in estimating th
parameters of the model.

which has been collected over a five-minute interva
This study shows that GARCH models predict the
market volatility better than the other models sash

historical average, EWMA. Also, among the GARCH
models they find that the asymmetric GARCH model

provide a better fit than the symmetric_ GARCH madel the volatility by making use of the secondary datae
They also conclude that the change in volume afetra daily closing values of the NSE index from Jan 1st,

posi'éi)vely e}fftehcts marketr:/olatility. thing factor2005-Dec 31st, 2007 have been drawn from the NSE
ne of the research papers on smoothing 1aclolg,qpgite  The forecasting period has been chosen fro
(Taylor, 2004) uses intraday volatility models to Jan 1st, 2008-Oct 31st, 2008. The data from 1st

compare the different volatility method;. The saspl November, 2008-31st December, 2008 has been kept
have been compared based on their out—of—samplﬁ-)r out of s’ample forecasting ’

predictive ability. Out of all the volatility model

GARCH (1,1) provides the best forecast. Nevertieles\ odels used: The study has made use of five different
this author points out the fact that it largely elefls on  models for volatility estimation and the methodaésy
the asset as well. In this case GARCH (1,1) pravide gssociated with these aforesaid models have been

the best results for the exchange rate volatibtyt, for  priefly discussed sequentially hereunder.
other asset classes such as stock market retures, o

methods might outperform GARCH(1,1). Also, heHistoricaI/roIIing window moving  average

_e|;nphast|_zes that th% rgogelsf that tmclude intradaYgimator: The historical or n-period rolling window
Information may provide betier forecasts. moving average estimator of the volatility corresg®

on tf&g Etnglérl(fig(;?gligt?irgﬁt?(r)idpgitftf:rrr?:tarsns%drﬁles dﬁg/SEdto the average standard deviation of the returies the
methods. In the study they analyze the voIatiIityrecent window of size n. Itis given by the squevet

forecasting performance of the GARCH models baset?f the expression:
on various distributional assumptions in the contax
stock market indices and exchange rate returns. Theg?, = 1
zero down to the logistic (LOG), the Scaled Stutdeht Ns-tnes
(SST) distributions and the Risk metrics model thee
most efficient methods for volatility forecasting o Where:
stock markets. Risk metrics and normal distribigion r = Represents the weekly market return
provide some of the most accurate forecasts for the = Indicates the average return of the selecteidger
exchange rate forecasts.

Vilder and Vilder (2007) provide a theoretical isas This method is the easiest of all the methods,
for the comparison and optimization of volatility though the final value of volatility depends a dot the
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size of the window. If the size is very small ahthere  can take into consideration the fat tails obselivethe

is a black swan in the small window selected then t distribution of stock return series, where largarafes
effect would be very high. Moreover this estimateoccur more often than implied in normal distribuatio
measures only the unconditional volatility of tiseries The three most famous GARCH distributions are (i)
and does not take into account the dynamic praserti A-GARCH, (ii) E-GARCH and (iii) T-GARCH. The
of the model. In this method all the returns areegi  general formulation of these GARCH class models is
equal importance and no special importance is gisen given here under:

the time of occurrence. However in the present

exercise, the weekly variance is calculated ushmg t q p
formula stated above. By making use of the firsé 15 o7, = w + Za(r -2+ ZBsofﬂ_s.
weekly returns and variances the variance for Bi&Hl ! s1

week has been calculated by using the formulather
next week (158th week) the above two steps are GARCH models give the best volatility estimates
repeated using 2nd-157th weekly returns. but they are not very frequently used because ef th
) ) ) complexity involved in calculations. In estimating
Exponentially Weighted Moving Average (EWMA):  GARCH models the following strategies have been
This method is an improvement over the hlstorlcaladopted in the study: (i) fitting a GARCH, EGARCH
moving average estimator in which the returns arerGARCH. AGARCH model with the firs't 156 data,
given weights according to the time of occurreridee points, (i,i) using this model forecast the 157t

most recent observation is given the highest weagia , .
P : o GARCH variance, (iii) repeating the same for 158th
the last observation in the window is given leasight. éiata point with 2nd-157th data points and (iv)

The weights decrease exponentially. In this way th ) . .
current events have a higher effect on the vatiatili generating a separate variance series for all ltreet

being estimated. Suppose there is a large an§ARCH models.

unwarranted move in the market, the higher weigjet a

given to that variable helps in moving the volatili Extreme value indicators. Many studies have shown
upward. A smoothing factok is chosen and declines that the presence of heavy tails in the financidea
exponentially. Here the value of determines how returns and for frequencies higher than monthly
much of the move is transferred to the next day'drequencies there might be deviations from the mbrm
volatility. A low value of A makes sure that the distribution. These studies indicate the presente o
volatilities respond faster when compared to higheextreme values rather than normal distributionse Th
value of. It usually lies between 0.94 and 0.97 (daily Extreme Value Theory (EVT) provides a formal
to monthly respectively).Various research papergeha framework with which to study the tail behaviortbg
shown that the best results are obtained wheis fat-tailed distributions. This theory has advantageer
equally to 0.94 when calculating weekly volatility. other distributions such as normal distribution®GH,
EWMA estimate is calculated as a square root of th& ARCH-like distributions (except E-GARCH) which

following expression: assume symmetric distributions. Unlike these method
which basically consider only the closing values,
0%, = AoZ + (L-A)(r—-p)? extreme value indicators do calculations basedhen t

high low values of the day. We next describe the
One drawback of the EWMA model is that it can following extreme value estimators.
perform only a one period forecast and not h-period
ahead forecasts. However in the present exerdige, t Higtorical high-low volatility: Parkinson: The

weights series is calcu!ated with= 0.94..The variance pgrkinson formula (Parkinson, 1980) for estimating

(for the 157th week) is calculated using the fomnul nigiorical volatility of the underlying high and vio

stated above. The variance for the next week Srices:

calculated using the 2nd-157th observations. A ’

sensitivity test can be performed using differeaiues . oY

of lambda. 2 = (42]2 (']
n*in2 L

i=1 i

GARCH modelss GARCH models capture the

dynamic nature of volatility and cater to the pmvblof  Historical open-high-low-close volatility-Garman
volatility clustering (periods of large returns are class: Yang and Zhang (2000) derived an extension to
followed by periods of small returns).They alsoesk the Garman Glass historical volatility estimatoatth
into account the leverage effect (volatility istég in a  allows for opening jumps. It assumes a Brownian
falling market than in a rising market). GARCH mtsde motion with zero drift.
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Historical open-high-low-close volatility-Rogers
satchel: The Roger and Satchell (1991) historical
volatility estimator allows for non-zero drift, but

assumed no opening jump:
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where,c = VIX/100 and therefore VIX = 10&*and T

is the maturity of the options. The options cahegitbe
near-term options or next-term options. The diffese
between them is that “near-term” options must hatve
least one week to expiry; a requirement intended to
minimize pricing anomalies that might occur close t
expiry. When the near-term options have less than a
week to expiry, VIX “rolls” to the second and third
contract months.” Going back to the formula, FHe t

Zhang: Yang and Zhang (2000) were the first to deriveforward index level from the index prices or theotsp

a historical volatility estimator that has a minimu

estimation error, is independent of the drift andP!

(current) price of the index in question; iK the strike
ice of " out-of-the-money option; it is a call ifi& F

independent of the opening gaps. This estimator i§nd a put if K< F. AK; is the interval between the

maximally 14 times more efficient than the close-to
close estimator:

o> =02 +ka? + (L-k)o?,

Where:
z o) 2 1 Q
0 = 2 |Ine - uoj P Mo =2
n-lz( G, 2
2 _ 2 ~ 1 Q
= In—= - ’ -1 inS
% n—1z(n ) uc] He nzn Q
CAEESY B bk =034
" CI q Cf Q 1+L+1
n-1

Volatility Index (VIX): The fundamental features of
VIX remain the same. VIX continues to provide a

minute-by-minute snapshot of expected stock markeﬁ

volatility over the next 30 calendar days. VIX uses
newly developed formula to derive expected volatili
by averaging the weighted prices of puts and azls

strike prices calculated by halving the differerafe
the two strikes surrounding;las shown here:

_ K=Ky

AK,
2

Ko, in particular, is the first strike below the spot
price F. R is the risk-free interest rate and Q {&the
mid-quote price for each out-of-the-money optionhwi
strike K;, whether it is for a call or a put.

To calculate VIX it is required to follow thesesps
(i) identify both the put and call option contrafiis the
near month and the next month, (ii) calculate theet
to expiration for both the months, (iii) calculatiee
difference between call and put option prices fache
strike price for both near and next month contracts
Select the strike price corresponding to the mimmu
difference that was finally used, (iv) use the abov
values, F1 and F2 are calculated, (g)i&calculated by
finding out the strike prices just below F1 and fe2
near and next months, (vi) sort all the options in
scending order by strike price. Select call optitirat
ave strike prices greater thanp Knd a non-zero bid
price. Next, select put options that have strikeqs
less than K and a non-zero bid price. Select both the
put and call with strike price (K Then calculate the

both near and next months. This simple and powerfuéverage quoted bid-ask prices for each optioni) (i
derivation is based on theoretical results thatehavis calculated by averaging the distance between the
spurred the growth of a new market where riskstrikes on either side of each strike pricg (&) Risk
managers and hedge funds can trade volatility angtee interest rate is taken, (x) Calculateands, and

market makers can hedge volatility trades withetist
options. The new VIX calculation conforms more
closely to industry practice. It is simpler andoajselds

a more robust measure of expected volatility. Teée n

(xi) using the same calculate VIX.

We need the ex-post volatility for comparing the
performance of all the volatility models. This isdause
this can be used as a proxy for the volatility

VIX is more robust because it pools the informationexperienced by the stock market participant. So, fo

from option prices over the whole volatility skemgt
just from at-the-money options.
formula used in the new VIX calculation is:

calculating the ex-post weekly volatility first thaily

The generalizedreturns were calculated using the formula(@ /C )

where G is the closing value of nifty and, Cis the
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closing value of the previous day. After that theelkly 1 tells us that the method is contributing compjebe
average of daily returns was calculated which wouldexplaining the dependent estimated volatility (Eab).
help in calculating the daily variance. The varanes
mu|t|p||es by 5to get the Week|y V0|at|||ty Sqearoot RO”lng variance results: The rO“ing VOIatlIlty fails to
of the same gave us the weekly volatility. explain the dependent variable completely. Thera is
significant AR (1) term involved in the equationhieh
Test used: Which model is a better fit? The ex-post shows us that the volatility series is auto-regvess
volatilities are used as the dependent variable®ién  Also the constant is insignificant and is not eqteal
regression equations. So the regressions are rtm Wizerg which means that there remains some unexplaine
ex-post weekly volatility as the dependent variednel part. Also the coefficient of the dependent terrmas
the different volatility series as the |ndependentequa| to one so it can be inferred that the rolling
variable. One regression equation is run for ope Bf | aijance does not explain the dependent variance

model. Then for every equation using the Wald’'s : o
- - completely. The adjusted?f&s around 22% which is not
Coefficient test, the constant and the coefficians a very satisfactory result.

checked to see if they are statistically equaleimzand
one respectively. The’Ran also be checked to see thepwMA: It also has an AR (1) term but has a constant

explanatory power of the model. equal to zero which means that there is no unexpdai
part in the dependent variable. But like the Rgllin
variance, it has a coefficient which is not equabhe
which means that the EWMA volatility does not

To investigate the ability of various volatility completely explain the movement in dependent
forecasting methods, we carried out comparativg,y iaple.

analyses across five models such as Rolling Vagianc

EWMA, GARCH, VIX and Extreme Value Indicators. GARCH models: The GARCH models give a better fit
The following regression equation is used in ca@ltn§ a1 the other models because of their ability &em

ex-post volatilities for each of the aforementlonedthe special properties of the stock returns. GARCH,

models. In the process, the volatility estimatiovere
carried out for each of these models and preseinted EGARCH and TGARCH are better than the other

Table 1. It shows how well these estimated varianceModels in the way that they have a better adjusfed

RESULTS

explain the ex-post volatilities, and they have a constant which is equal to zerothgu
major problem with these GARCH models is that they
y, = a+Bx + g do not cater to the asymmetric nature of the return

series. AGARCH performs better than other models

where the ys are the ex-post volatilities and thesare including the other GARCH models because '.t
the volatilities estimated through various models. accommodates the asymmetric nature of returnssserie

After each regression we use the Walt's Coefficien@nd hence provides the best modeling facility. Tiis
test to check if a =0 argk1. The idea behind this test Proved by the fact that both the constant and the
is to see if the specific method is able to exptamex-  coefficient are equal to zero and one respectively.
post volatilities completely. In the estimated diprg o~ These models also have betténihen compared to the
= 0 tells us that there is no unexplained partdefip =  other models.

Table 1: Walt coefficient estimated across the tldlamodels

Methods Constantu Coefficient @) Adjusted R-Squared Rank
Rolling variance Not equal to zero Not equal to one 0.2252 9
EWMA Equal to zero Not equal to one 0.2248 2
GARCH Equal to zero Not equal to one 0.2831 5
EGARCH Equal to zero Not equal to one 0.4075 3
TGARCH Equal to zero Not equal to one 0.3188 4
AGARCH Equal to zero Equal to one 0.3440 1
Garman klass Not equal to Zero Not equal to one 1474 6
Rogers satchell Not equal to Zero Not equal to one 0.4369 7
Yan zang Not equal to Zero Not equal to one 0.4371 8
Parkinson’s Not equal to Zero Not equal to one %616 10
VIX Equal to zero Equal to one 0.0239 11

Source: Compiled by the authors from the estimated results
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Table 2: Model wise out-of-sample forecasting resul

Bias Variance Covariance Bias Variance Covariance

Method proportion proportion proportion Method poaon proportion proportion
Rolling variance 0.00 0.3003 0.6997 GARCH 0.00 248 0.7173

EWMA 0.00 0.2799 0.7201 EGARCH 0.00 0.2032 0.7963
Yang zhang 0.00 0.0623 0.9377 TGARCH 0.00 0.2540 745D
Garman klass 0.00 0.0773 0.9227 AGARCH 0.00 0.1763  0.8237

Rogers satchell 0.00 0.0455 0.9549 VIX 0.00 0.1935 0.8065
Parkison 0.00 0.3737 0.6263

Source: Compiled by the authors from the estimated results

Extreme value indicators. Parkinson’s performance is proportions, implying a good forecast. This can be
the lowest of all the extreme value methods. Thaly f attributed to the fact that they provide to the
to perform better than the other methods, the onlyeptokurtic tendency of the returns series.

consolation being a high adjusted. RMany studies

have shown that these methods perform best with hig CONCLUSION

frequency data and this research confirms the riggli

that these methods do not beat the GARCH methods This study aims to compare the different volatilit
when compared to the other methods. For data witinodels based on how well they model the volatitity
higher frequency their assumptions of jumps andsgapthe India NSE. The models include a variety of
fit in very well whereas other models do not malkis t a@pproaches starting from rolling variance to thiede

consideration and hence these models are bettar th¥!X method (released by CBOE).The data include the
the other models in those cases. daily closing, high, low and open values of the NSE

from 2005-2008. For VIX all the option details from
Volatility Index (VIX): It also has a constant and January 2008 till October 2008 haye been considered
explains the dependent variable completely. Butf'ave used the past 156 weeks (3 year data) toastrec
AGARCH has a better Rvhen compared to VIX so it the following _week’s data. To make the rolling vwmi
might be thought that it is superior to VIX. Lookin Process easier programming concept of Eviews has
into the complexity of calculations involved in been used. A comparison was made on how well the
AGARCH, VIX may be considered to be better. At theModels explained the ex-post volatility (the vdigfi
same time VIX uses the options data which, in a,wayexperienced by the market participants). Wald's
uses the past data to forecast the future and heixce the AGARCH and VIX models proved to be the best

outperforms the other two methods because of the
DISCUSSION simplicity and minimum requirement of informatiokt

the same time the Extreme Value models fail to

While comparing the forecasting models, it is perform because of the low frequency data beingl.use
essential to examine the bias proportion, variancé'S Other research suggests they perform best wien t
proportion and the covariance proportion associate@'© applied to high frequ_ency data like the da|ty_ 0
with each of the models. The bias proportion inttisa Nraday data. EVIs give the best forecasting
how far the mean of the forecast is from the mdahe  Performance followed by the GARCH and VIX models.
actual series. The variance proportion indicates fa
the variation of the forecast is from the variatifrthe REFERENCES
actual series. The covariance proportion meastnes t ) . .
remaining unsystematic forecasting errors. Itigagls  Akgiray, V., 1989. Conditional heteroscedasticity i
desirable in a good forecast that the bias anchmae time series of stock returns: Evidence and
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