American Journal of Applied Sciences 6 (11): 19824, 2009
ISSN 1546-9239
© 2009 Science Publications

Stock M arket Development And Economic Growth

Athanasios Vazakidis and Antonios Adamopoulos
Department of Applied Informatics, University of Badonia,
156 Egnatias Street, P.O. Box 1591, 540 06, Thasikal Greece

Abstract: Problem statement: This study investigated the causal relationshipvbeh stock market
development and economic growth for France for pleeiod 1965-2007 using a Vector Error
Correction Model (VECM). Questions were raised Weet stock market development causes
economic growth or reversely taking into accour tregative effect of interest rate. Stock market
development is estimated by the general stock mdridex. The objective of this study was to
examine the causal relationships between thesablas using Granger causality tests based on a
Vector Error Correction Model (VECM)Approach: To achieve this objective unit root tests were
carried out for all time series data in their lsvahd their first differences. Johansen co-intégmnat
analysis was applied to examine whether the vatahte co-integrated of the same order taking into
account the maximum eigenvalues and trace statiséists. A vector error correction model was
selected to investigate the long-run relationshepneen stock market development and economic
growth. Finally, Granger causality test was appliedorder to find the direction of causality
between the examined variables of the estimatedein®#sults: A short-run increase economic
growth of per 1% leaded to an increase of stockketamdex per 0.24% in France, while an
increase of interest rate per 1% leaded to a dsere&stock market index per 0.64% in France.
The estimated coefficient of error correction tefioand statistically significant with a negative
sign, which confirmed that there was not any probl@ the long-run equilibrium between the
examined variables. The results of Granger caystdgts indicated that economic growth causes
stock market development in Frand@onclusion: Therefore, it can be inferred that economic
growth has a positive effect on stock market degelent, while interest rate has a negative effect
on stock market development in France.
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INTRODUCTION Efficient stock markets provide guidelines as a
mean to keep appropriate monetary policy through th
The relationship between economic growth andssuance and repurchase of government securitiga®in
stock market development has been the subject (Pi uid market, which is an important step towards
intensive theoretical and empirical studies. Thestjon financial liberalization. Similarly, well-organizednd
is whether stock market development causes economic
growth or reversely. The main objective of thisdstwas active stock markets could modify the pattern of
to investigate the causal relationship between @oan ~demand for money and would help create liquidigtth
growth and stock market development taking intoeventually enhances economic grofth A well
account the negative effect of interest rate. functioning and liquid stock market, that allows
Stock market development has played a crucial roléwestors to diversify away unsystematic risk, will
in some economies in promoting economic growth  increase the marginal productivity of capftal
Stock markets contribute to the mobilization of Another important aspect through which stock
domestic savings by enhancing the set of financiamarket development may influence economic growth
instruments available to savers to diversify theiris risk diversification. Obstfeld suggests that
portfolios. In doing so they provide an importaotisce  international risk sharing through internationally
of investment capital at relatively low cost. integrated stock markets improves the allocation of
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resources and accelerates the process of economadopted to estimate the effects of economic growth
growth. and interest rate on stock market development. The
In_the models of Levif®, Bencivenga and use of this methodology predicts the cumulative
Smith”! and Saint-Pafif stock markets improve firm effects taking into account the dynamic response
efficiency by eliminating the premature liquidatioh among stock market development and the other
firm capital, enhancing the quality of investmeatsl  examined variabl&g 13!
therefore increasing enhance economic growth. In order to test the causal relationships, the
Enhanced stock market liquidity reduces thefollowing multivariate model is to be estimated Hq.
disincentives for investing in long-duration and

higher-return projects, since investors can easdly LSM = f(LGDP, LR) (1)
their stake in the project before it matures and is
expected to boost productivity growth Where:

During liquidity shocks, investors can sell their GDP = The gross domestic product
shares to another agent. Stock markets may alseM = The general stock market index

promote growth by increasing the proportion of R = Theinterestrate

resources allocated to firms. Through thel = The symbol of logarithm

diversification of productivity risk, even risk-ange

investors can invest in firms. Portfolio diversiton, Following the empirical study Bt the variable

through the stock market, may have an additionapf economic Growth (GDP) is measured by the rate of

growth effect by encouraging specialization of change of real GDP. The general stock market inglex

productioi. used as a proxy for the stock market developmem. T
The model hypothesis predicts that economiaeneral Stock Market index (SM) expresses better th

growth facilitates stock market development takimg  stock exchange market taking into account the effec

account the negative effect of interest rate ortksto of interest Rate (Rf 4

market development and economic growth. The data that are used in this analysis are annual
This study has two objectives: covering the period 1965-2007 for France, regarding

2000 as a base year and are obtained from internahti

+ To examine the long run relationship amongfinancial statistics yearboBK. All data are expressed
economic growth, interest rate and stock marketn their logarithms in order to include the protdéve
development effect of time series and are symbolized with #tgel

«  To apply Granger causality test based on a vectdr Preceding each variable name. The econometric
error correction model in order to examine thecomputer software Eviews 5.0 is used for the edtona
causal relationships between the examined variable%f the model.
taking into account Johansen co-integration arglysi o ) ) )

Unit Root Tests: For univariate time series analysis

The remainder of the study proceeds as followsinvolving stocha[g'gi]c trends, Phillips-Perron  (PR)d a
Initially the data and the specification of the tivariate ~ Kwiatkowski et al .= (KPSS) unit root tests are calculated
VAR model are described. For this purpose statiynar for individual series to provide evidence as to tiveethe
test and Johansen co-integration analysis are arami var?ables are integrated. This is followed by ativafiate
taking into account the estimation of vector errorcO-integration analysis. _ _
correction model. ~ Phillips and Perron (I?Fﬂ test is an extension of the

Finally, Granger causality test is applied in otte  Dickey-Fuller (DF) te$t, which makes the semi-

find the direction of causality between the exardine parametric correction for autocorrelation and isremo
robust in the case of weakly autocorrelation and

variables of the estimated model. The empiricaliltes heteroskedastic regression residuals. Accorditﬁgmﬁzol,

are presented analytically and some discussionesr},ssu,[he Phillips-Perron test appears to be more poWwtén
resulted from this empirical study are developedine ADF test for the aggregate data.

shortly, while the final conclusions are summarized Although the Phillips-Perron (PP) test gives
relatively. different lag profiles for the examined variabléisng
series) and sometimes in lower levels of signifaEgn
MATERIALSAND METHODS the main conclusion is qualitatively the same as
reported by the Dickey-Fuller (DF) test. Since thal
Data and Specification Model: In this study the hypothesis in the Augmented Dickey-Fuller testhiatt
method of Vector Autoregressive Model (VAR) is a time series contains a unit root, this hypothésis
1933
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accepted unless there is strong evidence against it

Finally, oy is a consistent estimator of the variance

However, this approach may have low power againsof { and is computed as follows Eq. 2f:

stationary near unit root processes.

The Phillips-Perron as cited in Laopodis and
Sawhne{® unit root test is very general and can be

used in the presence of
autocorrelated innovations is specified as foll&gs 2:

I+ N =a +B[%] +BIN(L 1)+, )

For t = 1,2,.....,T where, denotes interest rate at

time t, (t-T/2) is a time trend and T is the sangike.

Equation 2 Tests Three Hypotheses. The first
hypothesis is that the series contains a unit wott a
drift with a drift and a time trendH;: 8 = 1. The
second hypothesis is that the series containstaraoti
but without a time trendH?:B = 0,8 = 1. The third
hypothesis is that the series contains a unit gt
without a drift or a time trendH?: a=0,§=0,8 = 1.
The statistics that are used to test each hypsthesiZ(j),

heteroscedastic an@w

o [Zi > (1-si(i+ J))az‘_sj
2 Z1 t=1 t=s=1
-5
t=1 T T

(2f)

where, s and | are the lag truncation numbers &hd s
The estimatoby, is consistent under general conditions
because it allows for effects of serially correthnd
heterogeneously distributed innovations. The three
statistics are evaluated under various lags (te=1R).

Following the study of Chaf§, Kwiatkowski et
al.”Y present a test where the null hypothesis states
that the series is stationary. The KPSS test
complements the Augmented Dickey-Fuller test irt tha
concerns regarding the power of either test can be
addressed by comparing the significance of stesisti
from both tests. A stationary series has significan
Augmented Dickey-Fuller statistics and insignifitan
KPSS statistics.

According to Kwiatkowskiet al.'", the test of
KPSS assumes that a time series can be composed into

[21]

Z(®,), Z(®s), respectively and their corresponding three components, a deterministic time trend, daem
equations are as follows as cited in Laopodis angvalk and a stationary error Eq. 3:

Sawhne{® Eq. 2a-e:

Z(t,) :(:7;] t, —[31/24-:—31/2](0% —cg) (2a)
O
[T(é—l)—[ s ](oi. —oé)}
2027 [ij _[3;% j(ci' o) (20)
{T(6—1>—[48T; j(ci. —cé)}
Where
T g_ -1, ‘-0’
b, = (0 (202 ) 2 ) (2d)
(D2=T(00—0 ) (2¢)

And ¢° is the OLS residual variances? is the
variance under the particular hypothesis for tla@dard

t-test ford = 1. D is the determinant of the (X'X), where

X is the T; matrix of explanatory variables in Eq. 2.

y, = 8t + [+ g 3)

where, yis a random walk;= ., + W... The y is iid
(0,0%). The stationarity hypothesis implies th&t=0.
Under the null, yis stationary around a constadit=(
0) or trend-stationand(# 0). In practice, one simply runs
a regression of; over a constant (in the case of level-
stationarity) ore a constant plus a time trendh@case of
trend-stationary). Using the residuals, &om this
regression, one computes the LM statistic Eq. 3a-d:

T
LM =T?>'S?/S] (3a)
t=1
where, S, is the estimate of variance gf
t
S=>g.,t= 12..1 (3b)

The distribution of LM is non-standard: the test
is an upper tail test and limiting values are pdexd
by Kwiatkowskf?!, via Monte Carlo simulation. To
allow weaker assumptions about the behavious; of
one can rely, following Phillig&! on the Newey*
estimate of the long-run variance @ef which is
defined as:
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[P ~ T two or more variables to circumvent the problems
=T ;Q +2T Zl W(SJ)g;le & (3¢)  associated with the traditional regression methusesl in
B < ) previous studies on this issue. Therefore, the rikdma

where, w(s,l) = 1 - s / (1+1). method applies the maximum likelihood procedure to

determine the presence of co-integrated vectorsoimn

stationary time series.

; According to Chang and Caudfifi, Johanséf(’

v=T2Y S /S () (3d)  and Osterwald-Lenuff! propose two test statistics for
t=1 testing the number of co-integrated vectors (orrémk

L . . f II): The t d th imum ei I
Which is the one considered here. Obviously the& )statigticr:lce Krecd AN the maximum eigenvalue
ma) :

value of the test will depend upon the choice ef‘tag The Likelihood Ratio statistic (LR) for the trace

truncation parameter’, |. Here we use the samplgest ¢,..) as suggested BY is Eq. 4:
autocorrelation function ofAe to determine the

maximum value of the lag length I. A (r) - ‘sz: In(-A ) (4)
The KPSS statistic tests for a relative lag- "™ i '
truncation parameter (l), in accordance with thiaude
Bartlett kernel estimation method (since it is umkn ~ Where:
how many lagged residuals should be used to catstru A = The Jargest estimated value of ith characteristi
consistent estimator of the residual variancegctsjthe root (eigenvalue) obtained from the estimated
null hypothesis in the levels of the examined \zes matrix
for the relative lag-truncation parameter (l). ®fere the R 0,1,2,..p-1
combined results (PP, KPSS) from all tests can bg The number of usable observations
characterized as integrated of order one, I1(1). o ]
The econometric software Eviews which is used to 1 N€Aace Statistic tests the null hypothesis that the
conduct the PP, KPSS tests, reports the simulateaumber of distinct characteristic roots is lessntioa

critical values based on response surfaces. Théiges equal to r, (where ris 0, 1, or 2) against theegah
the Phillios and Perrd8 and Kwiatkowskiet al 2% for alternative. In this stat|st|_2qr_acewn| be small when the
each varlioable appear in Table 1 ) values of the characteristic roots are closer tw ze

h 3 ; ] (and its value will be large in relation to the was$ of

If the time series (variables) are non-stationarythe characteristic roots which are further fromoger
in their levels, they can be integrated with intdgn Alternatively, the maximum eigenvaluekmty)
of order 1, when their first differences are sta#ipy. statistic as suggested by Johansen is Eq. 5:

In this case the test becomes:

Johansen co-Integration Analysis: Since it has been )\max(r, r+1):—T In(1-A,.,) (5)
determined that the variables under examination are

integrated of order 1, then the co-integrated i8st The A, statistic tests the null hypothesis that the
performed. The testing hypothesis is the null afsgo- number of r co-integrated vectors is r against the
integration against the alternative that is thestexice alternative of (r+1) co-integrated vectors. Thirg, hull

of co-integrated using the Johansen maximunhypothesisr =0 is tested against the alternakiser =
likelihood procedur&* 2, 1, r = 1 against the alternative r = 2 and so fdftthe

Following the study of Chang and Cauaﬂl estimated value of the characteristic root is cltse

once a unit root has been confirmed for a data seriezero’ then thema, will be small.

th ti . hether th ist I It is well known that Johansen’s co-integration
€ question 1S whether here exists -a 1ong-Mufeaqs gre very sensitive to the choice of lag lengt

eqzlélllbrlum relathnshlp among vanables.' According Firstly, a VAR model is fitted to the time serieatd
to?®), a set of variables, ¥s said to be co-integrated iy order to find an ap]propriate lag structure. The
of order (d, b)-denoted CI(d, b)-if,Ys integrated of Schwarz Criterion (SE and the Likelihood Ratio
order d and there exists a vectpr,such thaB’Y,is (LR) test are used to select the number of lags
integrated of order (d-b). required in the co-integration test. The Schwarz
Co-integration tests in this study are conductedCriterion (SC) and the Likelihood Ratio (LR) test
using the method developed®y*”! The multivariate suggested that the value p = 3 is the appropriate
co-integration techniques developed®by”® using a  specification for the order of VAR model for France
maximum likelihood estimation procedure allows Table 2 shows the results from the Johansen co-
researchers to estimate simultaneously modelsviimgpl integration test.
1935



Table 1: PP, KPSS unit root tests
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PP_ test stat

KPSS test stat

Variables Z(b3) Z(D,) Z(t;) he h,

In levels

LSM -1.92* 0.05 -2.77 0.69*** 0.11
(fork=1) (fork=0) (fork=1) (for 1 =6) o 1=4)

LGDP 5,76k wx x -4 3Qk wk % -0.39 0.69%** 0.2 1% *
(fork=0) (fork=4) (fork=3) (for1=6) @ | =5)

LR 0.49 -0.33 -1.93 0.45%, 0.20%**
(fork=0) (fork=0) (for k=0) (for1=5) @ 1=5)

In 1rst differences

ALSM -4.29 -4.90 -4.85 0.10%*=* ** * 0.12%% **
(fork=0) (fork=0) (for k=0) (for1=1) o 1=9)

ALGDP -2.15%** -3.13%** -4.23 0.61 0.1.3%% **
(fork=7) (fork=9) (for k=0) (for1=5) orl=1)

ALR -5.41 -5.39 -5.76 0.52%*=* 0.12%**
(fork=0) (fork=0) (for k=0) (for1=5) o l=7)

Z(®3), Z(Dy), Z(t:): The PP statistics;cland it The KPSS statistics; k, | = bandwidth lengthswidg-West using Bartlett kernel; The critical
values at 1, 5 and 10% are -2.62, -1.94, -1.617Z{dx), -3.59, -2.93, -2.60 for 4f,) and for -4.19, -3.52, -3.19 for 2\t respectively. The
critical values at 1, 5 and 10% are 0.73, 0.46(Bd for hand 0.21, 0.14 and 0.11 forrspectively (Kwiatkowskét al.?Y Table 1). **, * *:
Indicate that those values are not consistent regititive hypotheses at the 1, 5 and 10% levelgafficance relatively

Table 2: Johansen co-integration tests (LSM, LGIO®,
Johansen test statistics

Testing Critical value Critical value
Hypothesis Mrace 0.05 [prob]** Amax 0.05 [prob]**

None* 34.19 24.27 [0.00] 23.89 17.79 [0.00]
At most 1 10.29 12.32[0.10] 7.64 11.22[0.19]
At most 2 2.65 4.12[0.12] 2.65 4.12[0.12]

Trace test and maximum eigenvalue tests indicateifitegrating eqn(s) at the 0.05 level. *: Denatgsction of the hypothesis at the 0.05 level;
**: MacKinnon-Haug-Micheli§* p-values

Vector Error Correction Model: Since the variables the computed t-values of the regression coeffisiémt
included in the VAR model are found to be co-parentheses is reported in Table 3.

integrated, the next step is to specify and esénsat The final form of the Error-Correction Model
Vector Error Correction Model (VECM) including the (ECM) was selected according to the approach
error correction term to investigate dynamic bebeof suggested by Hend?y. The general form of the

the model. Once the equilibrium conditions are : :
imposed, the VEC model describes how the examine%{ecm.r Error Corr-ect|on Model (VECM) is the
ollowing one Eg. 6:

model is adjusting in each time period towardsatsy-
run equilibrium state.
Following the study of Chang and Cauill since

ALSM, =B, ALSM,, +B,> ALGDP_, +
the variables are supposed to be co-integrated,ithtne ' 12 ' ZZ '

- X o (6)
short run, deviations from this long-run equilitoriuwill n
feed back on the changes in the dependent variables BSZALRH TAEC *e
order to force their movements towards the long-run
equilibrium state. Hence, the co-integrated vectm®  \yhere:
which the error correction terms are derived arehea A = The first difference operator
meaningful long-run equilibrium state exists. by = The short-run coefficient of
The VEC specification forces the long-run the error correction term (-1<0)

behavior of the endogenous variables to converge tg = The white noise term

their co-integrated relationships, while accommeslat

short-run dynamics. The dynamic specification @ th Granger Causality Tests: Granger causality is used
model allows the deletion of the insignificant diies,  for testing the long-run relationship between ficiah
while the error correction term is retained. Theesdf development and economic growth. The Granger
the error correction term indicates the speed Oprocedure is selected because it consists the more
adjustment of any disequilibrium towards a long-runpowerful and simpler way of testing causal
equilibrium stat %l The error-correction model with reIationshiﬁ?G].
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Table 3: Vector error correction model

ALGDP.3+0.13 ALSM 4-0.69
ALSM; = 0.012+0.24 ALR;-0.01 ect
(0.18) (0.22) (0.83) (-2.79) (-0.61)
[0.85] [0.82] [0.41] [0.008] [0.04]
R>=0.23 DW =1.96

Notes: [ ]: | denote the probability levels; Denotes the first differences of the variable’;®efficient of determination; DW: Durbin-Watson
statistic

Table 4: Pairwise Granger causality tests

Country: France
Sample: 1965-2007

Lags: 2
Null hypothesis: F-Stat [Prob Causal relation
LGDP does not granger cause LSM 6.91 [0.002] LGIISM
LSM does not granger cause LGDP 0.98[0.383]
LR does not granger cause LSM 4.32[0.020] LGOFSM
LSM does not granger cause LR 5.66 [0.007]
LR does not granger cause LGDP 0.18[0.833] LGDR
LGDP does not granger cause LR 6.37 [0.004]
The following bivariate model is estimated Eq. 7 q = The lag length
and 8: The hypotheses in this test are the followfig™!
Eq. 9 and 10:
k k
Y, =a,,+ Zaint_j +Z b X+ u @) H,: X does not Granger cause Y, i.e.,
j=1 j=1

{a,, a,,....a,} = 0,if F_ <critical value of F 9)
H,: X does Granger cause Y, ie.,

k k
X, =a,+ Y a, X+ b Y, +u (8) {0,y Qype.ee.@y} 20,if F > critical value of F
j=1 j=1
And:
Where:
Y, = The dependent H,: Y does not Granger cause X, i.e.,
Xi = The explanatory variable {B,p Bayy--B, =0,if F_ <critical value of F
U = A zero mean white noise error term H_: v does Granger cause X, i.e.,
in Eq. 7 while (Boy BoyB,) #0, if F, > critical value of F

X¢ = The dependent

Y. = The explanatory variable in Eq. 8 (10)

The results related to the existence of Granger
Pausal relationships among economic growth, stock
market development, credit market development and
productivity appear in Table 4.

In order to test the above hypotheses the usual
Wald F-statistic test is utilized, which has thiédwing
form:

- (RSS - RSg )/c RESULTS
RSS, /(T- 2q- 1)
The observed t-statistics fail to reject the null
Where: hypothesis of the presence of a unit root for atiables
- ; in their levels confirming that they are non-stasiy at
RS l—:ﬁ]plzl:én (ur?: es?g;aerde)deqrf ;gs)l;als from - the 5% levels of significance (Table 1). However, thsults
_ of the PP and KPSS tests show that the null hypistioé
RS,SR R The  sum ) of squared the presence of a unit root is rejected for alialdes
residuals from the equation under the \hen they are transformed into their first differes
assumption that a set of variables is redundant,(rélme 1).
when the restrictions are imposed, (restricted Therefore, all series that are used for the
equation) estimation are non-stationary in their levels, but
T = The sample size stationary and integrated of order one I(1), irirthiest
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differences. These variables can be co-integrated aindex. The significance of the empirical results is
well, if there are one or more linear combinations dependent on the variables under estimation.

among the variables that are stationary. Most empirical studies examine the relationship
_ The number of statls_tlcally significant  co- petween economic growth and stock market
integrated vectors for France is equal to 1 (T@bland  geyelopment using different estimation measureg Th
is the following Eq. 11: most representative estimation measures for stock
market development are the general stock markeixind
and stock market capitalization or stock market

The co-integration vector of the model of Franas h  liquidity. The general stock market index expresbes
rank r<n (n = 3). The process of estimating thé rais trend of stock market development in conjunctiothwi
related with the assessment of eigenvalues, whhhe the investment growth and the low interest rate.
following for France: A, =0.44, A,=0.17, A,=0.06, Theory provides conflicting aspects for the impatt
(Table 2). For France, critical values for the erac StoCk market development on economic growth or
statistic defined by Eq. 4 are 34.19 for none co- rever;e.ly. Less empirical stgdles .have concentrated .
integrating vectors and 10.29 for at most one vecto €xa@mining the reverse relationship between economic
2.65 for at most two vectors at the 0.05 level of growth and stock market development taking into
significance as reported B, while critical values for ~ account the effect of interest rate.
the maximum eigenvalue test statistic defined by%q Stock markets give lenders immediate access to
are 23.89 for none co-integrating vectors, 7.64dor their funds while simultaneously offering borrowers
most one vector and 2.65 for at most two vectorslong-term supply of capital. By facilitating divéfys
respectively (Table 2). cation, financial intermediaries allow the econotoy

Then an error-correction model with the computed invest relatively more in the risky productive
t-values of the regression coefficients in paresgsds  technology. Without stock markets, investors facing
estimated. The dynamic specification of the model liquidity shocks are forced to withdraw funds intess
allows the deletion of the insignificant variabledile in long-term investment projects. Investors alsotia
the error correction term is retained. A short-run diversify productivity risk associated with individl
increase of economic growth per 1% induces aninvestment projects. This spurs economic growth.
increase of stock market index per 0.2% in France, The results of this study are agreed with the
while an increase of interest rate per 1% induges a studies df? and*®. The direction of causal
decrease of stock market index per 0.6% in Framee T relationship between stock market development and
estimated coefficient of ECis statistically significant  economic growth is regarded as an important issue
and has a negative sign, which confirms that there ynger consideration in future empirical studies.
not any a problem in the long-run equilibrium redat  However, more interest should be focused on the
goe/tv;/een the independent and dependent variables iRomparative analysis of empirical results for tast of

o level of S|gn|f|cance', but its relatively val(#©.01) European Union members-states.

for France shows a satisfactory rate of convergéoce

the equilibrium state per periodigble 3).

According to Granger causality tests there is a
unidirectional causal relationship between economic
growth and stock market development with direcfiom

economic growth to stock market development, ddvidd IS:tOCk mark_et develolpl) mgnt a:cnd Econor_mg %%\ggog”
causality between interest rate and stock market "@NCe. using annually data for the perio

development and finally a unidirectional causal For univariate time series analysis involving ststit
relationship between economic growth and intera r  trends, Phillips-Perron (PP) and Kwiatkowskial*"
with direction from economic growth to interesterat (KPSS) unit root tests are calculated for individua
(Table4). series to provide evidence as to whether the Viasab
are integrated.
DISCUSSION The empirical analysis suggested that the varsable
that determine stock market development presenita u
The model of stock market development is mainly root. Therefore, all series are stationary andgiratied
characterized by the effect of economic growth and of order one I(1), in their first differences. Sinit has
interest rate. Stock market development is been determined that the variables under examimatio
determined by the trend of general stock marketare stationary and integrated of order 1, then the
1938

LSM = 0.60442*LGDP —0.14645*LF (112)

CONCLUSION

This study employs with the relationship between
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Johansen co-integration analysis is performed tgkin 6.

into account the maximum likelihood procedure.
The short run dynamics of the model is studied by
analyzing how each variable in a co-integratedesyst

responds or corrects itself to the residual orrefinam 7.

the co-integrating vector. This justifies the udethe
term error correction mechanism. The Error Coroecti
(EC) term, picks up the speed of adjustment of each
variable in response to a deviation from the stesidie
equilibrium. The dynamic specification of the model

suggests deletion of the insignificant variablesilavh g

the error correction term is retained. The VEC
specification forces the long-run behaviour of the
endogenous variables to converge to their co-
integrating relation-ships, while accommodates the
short-run dynamics. A short-run increase of ecomomi

growth per 1% leaded to an increase of stock market™

index per 0.24% in France, while an increase @frat
rate per 1% leaded to a decrease of stock marllekin
per 0.64% in France.

Furthermore, Granger causality tests indicatetl tha&

economic growth causes stock market development an
interest rate, while there is a bilateral causdiyween
stock market development and interest rate for dean
Therefore, it can be inferred that economic grokdh a
positive effect on stock market development takirig
account the negative effect of interest rate ortksto
market development and economic growth.
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