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Abstract: The focus of the research is to obtain recurrence formulas for the bivariate Lagrange interpolation polynomials, similar to the recurrence formulas verified by the univariate Lagrange interpolation polynomials.
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PRELIMINARIES

The bivariate Lagrange interpolation problem is very old and its classical solution is well known. Gordon, in 1969, in [5], was the first who purposed a very nice and simple solution to this problem, based on the so called method of parametric extensions. It can be found also in [4, 3, 2].

It is well known that the Lagrange univariate polynomial can be expressed in terms of univariate divided differences and many nice properties of above polynomials follow using the properties of the univariate divided differences [8,9,10,11].

The notion of bivariate divided differences was introduced by Popoviciu [8]. These kind of differences were also considered by Ionescu [6], in the particular case when the number of abscissas is equal with the number of coordinates. A general definition was given by Ivan [7].

Using the definition from [7], in [2] were investigated some properties of the bivariate divided differences. In the same paper, following the method of parametric extensions, the bivariate Lagrange interpolation polynomials were expressed in terms of bivariate divided differences and some of them approximation properties were recovered. Let us to recall some results from [2], which will be essentialy used in the present paper.

Suppose that $D = [a, b] \times [c, d]$ is a bidimensional interval, $C(D)$ is the set of all real valued functions defined on $D$ and $m, n$ are non-negative integers such that the points $x_0, \ldots, x_m \in [a, b]$, $y_0, \ldots, y_n \in [c, d]$ are distinct.

The $(m, n)$-th order divided difference of $f \in C(D)$ with respect the knots $(x_i, y_j) \in D$ $(i = 0, 1, \ldots, m, j = 0, 1, \ldots, n)$ is defined in [7], by:

\[
\begin{bmatrix}
    x_{0}, \ldots, x_{m} ; f \\
    y_{0}, \ldots, y_{n}
\end{bmatrix} = \sum_{\iota=0}^{m} \sum_{\jota=0}^{n} \frac{f(x_{\iota}, y_{\jota})}{u(x_{\iota})v(y_{\jota})}
\]

where:

\[
u(x) = \prod_{\iota=0}^{m} (x - x_{\iota}), \quad v(y) = \prod_{\jota=0}^{n} (y - y_{\jota})
\]

The bivariate Lagrange interpolation polynomial associated to the function $f \in C(D)$ and to the knots $(x_i, y_j)$ $(i = 0,1,\ldots,m, j = 0,1,\ldots,n)$ is the bivariate polynomial of minim degree wich interpolates the function $f$ on the knots $(x_i, y_j)$. It will be denoted by $L_{m,n} f(x, y)$ or, for more simplicity, by $L_{m,n} f(x, y)$.

In [2], using the method of parametric extensions, the polynomial $L_{m,n} f(x, y)$ was expressed in terms of bivariate divided differences under the form:

\[
L_{m,n} f(x, y) = f(x_0, y_0) + \sum_{i=1}^{m} \sum_{j=1}^{n} (x - x_i) \ldots (x - x_{i-1})(y - y_j) \ldots (y - y_{j-1}) f_{i,j}.
\]

The deal of the present paper is to establish a recurrence formula for the polynomials (3), which are similar to those verified by the univariate Lagrange polynomials.

THE MAIN RESULT

We start by recalling the following result:
Theorem 1: Let \( x_0, x_1, \ldots, x_m \in [a, b] \) be distinct points and \( f \in C[a, b] \) is the Lagrange interpolation polynomial associated to \( f \) and to the knots \( x_0, \ldots, x_m \), the following equality \(^{3,7,8,10,11}\) holds.

\[
(x_m - x_0)L_m f(x; x_0, \ldots, x_m) = (x - x_0)L_{m-1} f(x; x_1, \ldots, x_m) - (x - x_m)L_{m-1} f(x; x_0, \ldots, x_{m-1})
\]  

The analogous of Theorem 1 for the bivariate Lagrange polynomials is expressed in.

Theorem 2: Let \( x_0, \ldots, x_m \in [a, b], y_0, \ldots, y_n \in [c, d] \) be distinct points, \( D = [a, b] \times [c, d] \), \( f \in C(D) \) and \( L_{m,n} f \) be the Lagrange bivariate interpolation polynomials associated to \( f \) and to the distinct knots \((x_i, y_j)\ (i = 0, 1, \ldots, m, j = 0, 1, \ldots, n)\). The following equality:

\[
(x_m - x_0)(y - y_0)L_{m,n} f \left( x; x_0, \ldots, x_m \atop y; y_0, \ldots, y_n \right) = (x - x_0)(y - y_0)L_{m-1,n} f \left( x; x_1, \ldots, x_m \atop y; y_0, \ldots, y_n \right) - (x - x_m)(y - y_0)L_{m-1,n} f \left( x; x_0, \ldots, x_{m-1} \atop y; y_0, \ldots, y_n \right)
\]

holds.

Proof: Let \( L_m^x \) and \( L_n^y \) be the parametric extensions of univariate Lagrange interpolation operator. According to (4) we have:

\[
(x_m - x_0)L_n^x f(x; y; x_0, \ldots, x_m) = (x - x_0)L_n^x f(x; y; x_1, \ldots, x_m) - (x - x_m)L_n^x f(x; y; x_0, \ldots, x_{m-1})
\]

Applying the operator \( L_n^y \) to the equation (6) it follows:

\[
(x_m - x_0)L_n^y L_m^x f(x, y; x_0, \ldots, x_m) = (x - x_0)L_n^y L_{m-1}^x f(x, y; x_1, \ldots, x_m) - (x - x_m)L_n^y L_{m-1}^x f(x, y; x_0, \ldots, x_{m-1})
\]

But \( L_n^y L_m^x f(x, y) = L_m^x L_n^y f(x, y) = L_{m,n} f(x, y) \), so that from (8) we get:

\[
(x_m - x_0)L_{m,n} f \left( x; x_0, \ldots, x_m \atop y; y_0, \ldots, y_n \right) = (x - x_0)L_{m-1,n} f \left( x; x_1, \ldots, x_m \atop y; y_0, \ldots, y_n \right) - (x - x_m)L_{m-1,n} f \left( x; x_0, \ldots, x_{m-1} \atop y; y_0, \ldots, y_n \right)
\]

Multiplying (9) by \( y_n - y_0 \), it follows:

\[
(x_m - x_0)(y_n - y_0)L_{m,n} f \left( x; x_0, \ldots, x_m \atop y; y_0, \ldots, y_n \right) = (x - x_0)(y_n - y_0)L_{m-1,n} f \left( x; x_1, \ldots, x_m \atop y; y_0, \ldots, y_n \right) - (x - x_m)(y_n - y_0)L_{m-1,n} f \left( x; x_0, \ldots, x_{m-1} \atop y; y_0, \ldots, y_n \right)
\]

According to (7), we have:

\[
(y_n - y_0)L_{m-1,n} f \left( x; x_1, \ldots, x_m \atop y; y_0, \ldots, y_n \right) = (y - y_0)L_{m-1,n} f \left( x; x_1, \ldots, x_m \atop y; y_1, \ldots, y_n \right) - (y - y_0)L_{m-1,n} f \left( x; x_0, \ldots, x_{m-1} \atop y; y_0, \ldots, y_{n-1} \right)
\]

and

\[
(y_n - y_0)L_{m-1,n} f \left( x; x_1, \ldots, x_m \atop y; y_0, \ldots, y_n \right) = (y - y_0)L_{m-1,n} f \left( x; x_1, \ldots, x_m \atop y; y_0, \ldots, y_n \right) - (y - y_0)L_{m-1,n} f \left( x; x_0, \ldots, x_{m-1} \atop y; y_1, \ldots, y_n \right)
\]
From (10), (11) and (12) one arrives to:

\[ \begin{align*}
(x_n - x_0)(y_0 - y_0) & \left[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_n} \right] = 0 \\
= (x_n - x_0)(y_0 - y_0) & \left[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_n} \right] - \\
-(x_n - x_0)(y_0 - y_0) & \left[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_0} \right] + \\
+(x_n - x_0)(y_0 - y_0) & \left[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_0} \right].
\end{align*} \]

**Remark 1:** We shall verify the equality (5) in the following way. First, we observe that the left and respective right side of (5) are bivariate polynomials of degree at most \((m, n)\). Next, the left side of (5) verifies the equalities:

\[ \begin{align*}
(x_n - x_0)(y_0 - y_0) & \left[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_n} \right] = 0 \\
= (x_n - x_0)(y_0 - y_0) & \left[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_n} \right] - \\
-(x_n - x_0)(y_0 - y_0) & \left[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_0} \right] + \\
+(x_n - x_0)(y_0 - y_0) & \left[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_0} \right].
\end{align*} \]

Denoting by \(Q(x, y)\) the right side of (5) we observe that:

\[ \begin{align*}
Q(x_0, y_0) =
= (x_n - x_0)(y_0 - y_0) & \left[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_0} \right] = 0 \\
= (x_n - x_0)(y_0 - y_0) & \left[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_0} \right] - \\
-(x_n - x_0)(y_0 - y_0) & \left[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_0} \right] + \\
+(x_n - x_0)(y_0 - y_0) & \left[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_0} \right].
\end{align*} \]

We can conclude that the left and respectively the right side of (5) are bivariate polynomials of degree at most \((m, n)\) which coincide in the points \((x_i, y_j)\) for \(i = 0, 1, \ldots, m\) and \(j = 0, 1, \ldots, n\). It follows that (5) holds for any \((x, y) \in D\).

We shall apply the Theorem 2 for obtaining a recurrence formula for divided bivariate differences.

**Corollary 1:** For any distinct points \((x_i, y_j) \in D = [a, b] \times [c, d] i = 0, 1, \ldots, m, j = 0, 1, \ldots, n\), the following identity:

\[ \begin{align*}
(x_n - x_0)(y_0 - y_0) & \left[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_n} \right] = 0 \\
= (x_n - x_0)(y_0 - y_0) & \left[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_n} \right] - \\
-(x_n - x_0)(y_0 - y_0) & \left[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_0} \right] + \\
+(x_n - x_0)(y_0 - y_0) & \left[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_0} \right].
\end{align*} \]

holds.

**Proof:** It is immediately that the coefficient of \(x^m y^n\) in the left side of (5) is:

\[ (x_n - x_0)(y_0 - y_0) \left[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_n} \right]. \]

while in the right side of the same identity the coefficient of \(x^m y^n\) is:

\[ \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_n} - \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_0} + \frac{x_0, x_1, \ldots, x_n}{y_0, y_0, \ldots, y_0}. \]
Taking the identity (5) into account and using the above remarks on arrives to (13).

**Remark 2:** In Corollary 1 we refined the recurrence formula for bivariate divided differences obtained in\(^2\), using the method of parametric extensions. So, we have another confirmation for the validity of mentioned result.
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