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Abstract: Amongst many approaches to determine the sound propagated from turbulent flows, hybrid 
methods, in which the turbulent noise source field is computed or modeled separately from the far field 
calculation, are frequently used. For basic estimation of sound propagation, less computationally 
intensive methods can be developed using stochastic models of the turbulent fluctuations (turbulent 
noise source field). A simple and easy to use stochastic model for generating turbulent velocity 
fluctuations called continuous filter white noise (CFWN) model was used. This method based on the 
use of classical Langevian-equation to model the details of fluctuating field superimposed on averaged 
computed quantities. The resulting sound field due to the generated unsteady flow field was evaluated 
using Lighthill's acoustic analogy. Volume integral method used for evaluating the acoustic analogy. 
This formulation presents an advantage, as it confers the possibility to determine separately the 
contribution of the different integral terms and also integration regions to the radiated acoustic 
pressure. Our results validated by comparing the directivity and the overall sound pressure level 
(OSPL) magnitudes with the available experimental results. Numerical results showed reasonable 
agreement with the experiments, both in maximum directivity and magnitude of the OSPL. This 
method presents a very suitable tool for the noise calculation of different engineering problems in early 
stages of the design process where rough estimates using cheaper methods are needed for different 
geometries. 
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INTRODUCTION 

 
One of the major contributors to the overall 

aircraft's noise is its propulsive jet.  In order to design 
quieter aircrafts, noise reduction in jets has become a 
major area of jet research [1].  This is a difficult task to 
be done because of the noticeable inefficiency of 
turbulence as an acoustic source.  When there is no 
solid surface in the flow field, quadrupole acoustic 
sources formed by the turbulent Reynolds stresses are 
responsible for generating most of the sound [2].  Three 
hybrid methods may be used in computational 
aeroacoustics to study compressible jet flows.  Each 
method has its own particular way for computing the 
near field turbulent flow and far field noise data [3].  
First approach relies on direct numerical simulation 
(DNS) in which near field is computed by solving the 
full compressible Navier-Stokes equations.  However 
the practical application of DNS is limited to low 
Reynolds numbers with simple geometries.  Second 
approach uses the mean turbulent flow field computed 
using some turbulence modeling method combined with 
statistical source representation for the noise.  In the 

third approach, the turbulent mean flow is computed as 
in the second method, but the details of the turbulent 
fluctuation field are regenerated by stochastic or 
random-walk models.  Then Lighthill's analogy or 
Kirchhoff integral [4] is used to estimate the noise in the 
far field. 

In all of the above methods, computing the near 
field has to be done first.  Stochastic or random-walk 
models have proved to be a successful and flexible tool 
for simulating turbulent fluctuations in high-Reynolds-
number turbulent flows.  They can take account of 
inhomogeneities, unsteadiness or non-Gaussian 
distributions in the flow.  They can also be used for 
complex flows [5].  Statistical methods are also used for 
subgrid scale modeling in LES simulations [6].  In this 
approach large eddies are solved numerically and small 
eddies are modeled stochastically.  More thorough 
descriptions of various computational aeroacoustic 
methods with more emphasis on the hybrid methods 
can be found in [7, 8]. 

Here we used the volume integration methods for 
the far field noise prediction instead of the more 
common surface integral methods.  This type of 
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acoustic post treatment renders the CFD calculation less 
computationally intensive.  The volume integral 
approach also seems advantageous for it allows a 
detailed physical examination of the noise creation 
process, through the differentiation of the source types 
(entropy, shear,…), and through the analysis of the 
spatial distribution of noise sources.[9] 

In this paper, turbulent mean flow of a two 
dimensional, compressible, cold-jet at mach 0.56 is 
computed using RANS with 2 equation k-� RNG 
model, then the mean-flow quantities are exported for 
use in the stochastic turbulence generation code to 
simulate the fluctuating velocities and finally 
computation of the far field noise is done using the 
Lighthill's volume integration method. 

 
MATERIALS AND METHODS 

 
Characteristics of the Two-Dimensional Jets 
Technical Work Preparation: 

We considered a free cold-jet configuration for 
applying our method because most of the references 
and available data in the literature are regarding this 
problem.  In a free cold-jet configuration due to very 
large velocity differences at the surface of 
discontinuity, large eddies are formed that cause intense 
lateral mixing.  We know that in the zone of 
establishment of the jet, there is a core region that has 
constant velocity and very little turbulence.  After the 
zone of establishment, diffusion of the momentum of 
ambient fluid reaches the centerline of the jet and the 
mean velocity on the symmetry line starts to decrease 
downstream thereafter.  Figure 1 shows these properties 
of a free jet.  
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Fig. 1: 2D free jet 

 
 
The geometry and the computational domain of the 

two dimensional jet used for calculating the mean 
turbulent flow is presented below in Fig. 2. 
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Fig. 2: Geometry of the computational domain and its boundary 

conditions 
 
The lowest Reynolds number used in this study is 

chosen to be at least 200000.  Hence, it is much higher 
than the critical Reynolds number of a free jet. 

As our stochastic method (which will be discussed 
more in the next chapter) needs the kinetic energy of 
turbulence and also the rate of dissipation of kinetic 
energy of turbulence in each grid point, here we choose 
to solve the RANS equations with the 2 equation k-� 
method for its closure.  A simple 2 equation k-� RANS 
solver code is used on a structured grid for this purpose. 

Because of the fact that the mean turbulent 
quantities are symmetrically distributed, only half of the 
flow field above the symmetry line was considered for 
computing the mean quantities of the turbulent flow. 
All boundaries have constant pressure imposed as 
boundary condition.  

 
Description of the Stochastic Model: 

The turbulence fluctuations are random-like 
functions of space and time.  In this study the 
continuous filter white noise (CFWN) model [10], which 
is based on the classical Langevian-equation [5] was 
used to simulate the instantaneous fluctuating velocity 
of the flow field. 
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Where, 2
iu′  is the mean-square of the ith 

fluctuating velocity, and the summation convention on 
underlined indices is avoided.  TI is the Lagrangian 
integral time TI=0.30k/�.  �i(t) is a Gaussian vector 
white noise random function with spectral intensity 

πδ ij
n
ijS = .  This in the numerical method is computed 

as tGi ∆ .  Where Gi is a zero-mean unit variance 
independent Gaussian random number and has to be 
computed at every time step, �t, in the entire time 
domain.   

Equation 1 has to be solved for each direction of 
the flow field independently to obtain the velocity 
fluctuations in that direction. The numerical data 
needed for solving Equation 1 at each point of the flow 
field are the mean velocities, kinetic energy of 
turbulence (k), rate of dissipation of kinetic energy of 
turbulence (�), (All computed in the RANS solver), and 
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the Gaussian random numbers Gi, which is generated 
using the polar form of the Box-Muller transformation.   

This is a fast and robust method to generate 
Gaussian random numbers [11].  Here, Eq. 1 is solved 
analytically and only the integration in the analytical 
solution was computed numerically.  This way less 
computational error is introduced. 

Since different equations are solved for each 
dimension, the generated turbulence field is not 
necessarily isotropic.  Also note that this equation takes 
into account the intensity of local turbulence at each 
point ala the use of kinetic energy and dissipation rate 
in the formulation.  This technique has some 
advantages compared to other techniques.  It provides 
correct turbulent intensities and accounts for the proper 
time scale of turbulence.  More importantly the model 
leads to the correct magnitude of turbulent diffusivity at 
each fluid point particle [10]. 

 
Evaluation of the Far Field Noise: 

In order to evaluate the far field noise emitted from 
the turbulent velocity distribution, we use the volume 
integration as prescribed by Lighthill’s analogy [2]: 
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Where Tij is the Lighthill's quadrupole source and 

in most cases can be replaced by �uiuj.  Note that Tij is 
calculated at the retarded time, which is the time needed 
for the sound waves to travel the distance between 
source and observer positions. Here, all the 
discritizations are done using 4th order finite difference 
schemes [12]. 

Computing the sound propagated from a turbulent 
flow region with the aid of volume integral methods has 
its own cons and pros.  If the use of a surface integral 
method avoids computing 3D integrals with double 
space or time derivatives, this approach nevertheless 
comes with certain difficulties.  The acoustic pressure 
has to be calculated using CFD up to a control surface 
situated in the uniform flow, which imposes a fine mesh 
over a relatively extended domain.  The use of volume 
integral methods for acoustics could alleviate this 
constraint since the pressure fronts don’t have to be 
propagated up to the control surface.  Furthermore, only 
the dominant noise production sources have to be finely 
captured.  

The main drawback of our formulation, which uses 
double space derivative outside of the integral, is the 
increase of the computational cost of the acoustic 
computation.  Actually since the space derivation takes 
place at the observer location, three integrals have to be 
computed for 24 points around the observer location. 

This formulation confers the possibility to determine 
separately the contribution of the different integral 
terms and also spatial distribution of noise sources to 
the radiated pressure. 

Figure 3 presents a schematic of the far-field and 
the computational flow region.  The overall sound 
pressure level, OSPL, of the sound at far field is 
computed along the perimeter of a half circle with the 
radius X  (position vector). 
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Fig. 3: Schematic of the jet geometry and far-field region 

 
 
 

RESULTS AND DISCUSSION 
 
Evaluation of the Mean Flow Properties: 

To check the accuracy of our RANS numerical 
results, the mean velocity on the symmetry line of the 
jet is compared with the experimental data.  The 
experimental profile suggested by Zijnen[13] is rewritten  
below: 

 

0 0

3.50mu
U x b

=  (3) 

 
Where b0 is the half of jet exit nozzle and U0 is the jet 
velocity at the nozzle exit.  In this study U0=190 m/s 
and b0=0.0005m.  The above experimental relation is 
only valid in the fully developed region of the jet flow.  

In contrast, the results from RANS code are valid 
everywhere in the flow field.  Hence, our numerical 
results are valid even in the potential core region of the 
jet.  So comparison with experimental data can be done 
only in the fully developed region of the jet far from the 
nozzle exit.  As shown in Fig. 4, the computed mean 
velocity on the symmetry line lies on the experimental 
data in the fully developed region of the jet (as it would 
have been expected). 
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Fig. 4: Comparison of numerical with experimental velocities [4]on 

the symmetry line 
 
Another test that can be used to check the validity 

of the numerical results is the mean velocity profile 
along the lines normal to the symmetry line. 
Experimental data fit for velocity profiles from 
Zijnen[13] is given below: (Where a0 can vary from 70.7 
to 75.0) 
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We can also compare with the theoretical 
calculations of Görtler [14]: 

x
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m

σξξ =−= ;tanh1 2  (5) 

Experimental investigations have reported the 
value of � to be around 7.67 [14]. 
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Fig. 5: Comparison of the computed jet velocity profile with the 

experimental data[13]. 
 
In Fig. 5, the comparison between the numerical 

results is presented along with the corresponding 
experimental data.  These mean velocity profiles are 
non-dimensionalised by the use of  mu   from Eq. 3.   

As mentioned earlier, the experimental relations 
are for the fully developed region of the jet flow. 

Hence, further away from the jet exit (larger x/D 
values), the numerical results better match the 
experimental data. 
 
Validation of the Stochastic Model Used: 

To check the accuracy of the turbulence field 
generated using CFWN model, we computed the 
temporal power spectral density of the fluctuating 
velocity at the center of the jet.  The ensemble average 
of the computed power at each frequency is plotted 
with respect to the frequency and presented in Fig. 6.  
The slope of the computed averaged spectrum is 
compared to the line with -5/3 slope. 
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Fig. 6: Comparison of the computed power spectral density with the 

-5/3 slope line 
 
As shown in Fig. 4, there is a region right after the 

jet outlet that has the same velocity as the jet exit.  This 
region is called the potential core of the jet and has a 
wedge shape.  In this region, the momentum of the still 
medium surrounding the jet has not diffused to reach 
the line of symmetry yet.  This potential core can be 
observed in the velocity fluctuation contours of Fig. 7. 
Inside the core region, the flow is not turbulent and 
therefore no fluctuations are present. 

 

 
Fig.7: Velocity fluctuation contour showing no fluctuation in the 

core region of the jet 
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It is known that the velocities at adjacent points in 
a turbulent flow are correlated to each other.  These 
dependencies are expressed mathematically with the 
definition of two point spatial correlation.  The CFWN 
method is categorized as a one point method, due to the 
fact that the computation for velocity fluctuations in 
one point does not affect the velocity fluctuations of its 
adjacent points. Hence, correct two-point spatial 
correlations can not be reproduced by this method. 

 
Results and Validation of the Far Field Noise: 

Power spectra of the density fluctuation at a 
distance of X =1000D (D is the jet exit width) from the 
nozzle exit is presented in Fig. 8. 
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Fig. 8: Power spectra of the computed density fluctuations at a point 

1000D from the jet 
 
Since we evaluate the exact form of the Lighthill’s 

volume integral, therefore it is possible to compute the 
contribution of the noise produced by any segment of 
the flow field separately.  Different possible integration 
zones selected in this study to evaluate the volume 
integral are shown in Fig. 9. 

 
 

 
Fig. 9: Different possible integration zones of the flow field 

Far from the source region of the jet where the 
acoustic fluctuations are governed by the linear wave 
equation, density and pressure fluctuations are related 
to each other as ρ′=′ 2

0cp , so we can easily compute 
the magnitude of the pressure fluctuations, using the 
computed density fluctuations values [15]. 

In Fig. 10, the overall sound pressure level, OSPL, 
as defined by Eq. 6, are shown for different integration 
regions of Fig. 9 on a half circle of radius X =200D. 
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Fig.10: OSPL at 200D from the jet exit 

 
By comparing different choices of integration 

zones and their corresponding OSPL, we can see that 
regions containing large velocity fluctuations are most 
effective in propagating sound to the far field.  For 
example regions 4 and 5 that have the same length with 
different width, almost produce the same amount of 
sound.  Even though zone 5 is much larger than zone 4, 
however they both contain almost the same amount of 
velocity fluctuations in them. Therefore, it is only 
necessary to integrate over the highly turbulent regions 
to compute the sound produced in jet flow. 
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Fig.11: Comparison of the numerical results with the experimental 

data of Lush[16] and SAE[17] for M=0.56 and |X|=120D 
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In Fig. 11 the overall sound pressure levels from 
our numerical results are compared with the 
experimental data of Lush[16] and SAE[17].  The OSPL 
on a half circle with the radius of 120D from the jet exit 
are presented.  As shown in Fig. 11, the general trend in 
the numerical results is in reasonable agreement with 
the experimental data. The major difference between 
numerical results and experimental data is on predicting 
the maximum directivity angle of the jet.  Numerical 
results show that the maximum directivity is at the jet 
axis (0 degree).  There is no experimental data in 
vicinity of the jet axis because of the practical 
difficulties but it is known that the maximum directivity 
of the jet occurs at about 30 degrees from the jet axis.  

There can be several reasons for this discrepancy.  
The CFWN method used here does not account for 
spatial structures that exist in real turbulent.  As we 
know the directivity of the sound emitted from 
turbulent flows is due to large eddy structures existing 
in the flow.  Hence, the discrepancy in the prediction of 
the maximum directivity can be expected.  Also the size 
of the integral domain have to be large enough to 
contain all of the noise sources available in the flow, 
but as the CFD domain would become excessively large 
for far field calculations only a fraction of domain is 
considered here. 

 
CONCLUSIONS 

 
The stochastic method used here to simulate the 

velocity fluctuations satisfies the temporal properties of 
the turbulence.  It also takes into account the intensity 
of turbulence flow.  The calculated OSPL values and 
trends are in good agreement with the experimental data 
in the literature. 

It seems that the combination of the CFWN 
method and Lighthill’s volume integration is a good 
method for quick estimation of the OSPL with both 
reasonable computational speed and relatively good 
agreement with the experimental data. 

This method is not as accurate as LES or DNS 
methods, but as the LES or DNS data at the near field 
are not always available or too costly to generate for 
most geometries, this method is a good alternative for 
finding quick estimates.  This method is not limited to 
free jet problem and can be used in other geometries. 
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