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Abstract: The objective of this study is to empirically cosme the predictive power of the hedonic
model with an artificial neural network model foouse price prediction. A sample of 200 houses in
Christchurch, New Zealand is randomly selected ftbenHarcourt website. Factors including house
size, house age, house type, number of bedroomsyeruof bathrooms, number of garages, amenities
around the house and geographical location areidemesl. Empirical results support the potential of
artificial neural network on house price predictiafthough previous studies have commented on its
black box nature and achieved different conclusions

Key words: Hedonic Model, Artificial Neural Network, Housei&&

INTRODUCTION New Zealand. Secondary data from 200 houses in
Christchurch is used in a hedonic price framewar#t a
An accurate prediction on the house price isartificial neural network to empirically compareeth
important to prospective homeowners, developerspredictive power of both techniques and to suggest
investors, appraisers, tax assessors and otheestaé appropriate technique for the house price predictio
market participants, such as, mortgage lenders and

insurer§!. Traditional house price prediction is basedHedonic price theory: Hedonic price theory assumes
on cost and sale price comparison lacking of anrhat a commodity such as a house can be viewed as a
accepted standard and a certification processggregation of individual components or attriblites
Therefore, the availability of a house price prédit  consumers are assumed to purchase goods embodying
model helps fill up an important information gapdan pundles of attributes that maximize their undemyin
improve the efficiency of the real estate mafket ~ yility functiond®). Describes the process in which
In New Zealand, most people know the benefit ofprices reveal quality variations as relying on proers
owning a house, because buying a house is coneider@yho "tailor their goods to embody final charactécis
the most utilized and profitable investment. Newdescribed by customers and receive returns forrsgry
Zealand has one of the highest ratios of peopleir@vn economic functions as mediaries". Hedonic price
their houses in the western world with over 70%t®f theory originates frofff proposal that goods are

citizens living in their own houses. As the housinginputs in the activity of consumption, with an end
market in New Zealand is thriving, house priceproduct of a set of characteristics.
becomes a crucial factor for house seekers. Bundles of characteristics rather than bundles of

Over the last two decades there has been ggn4s are ranked according to their utility bearing
proliferation of empirical studies analyzing resiti@l  _pijities.

property values. Eac_h _succeeding research hasajgner Attributes (for example, characteristics of a feus
|mproveq_ the predlc_tlve power of the models bysuch as number of bedrooms, number of bathrooms,
emphasizing the atributes of property value sush @number of fireplaces, parking facilities, livingear and

housing site, housing quality, geographical locatmd . h . . . .
the ensironment. Mc?rtg recé/ntgstu%iez have focused oIOt size) are |mpI|C|t_Iy embodied in goods and thei
location externalities, transaction costs and facto observed market prices. The amount or presence of

: ; ; attributes associated with the commodities defaast

affecting the future expected cost in home owngfihi f implicit or "hedonic" pricéd. The marginal implicit
The hedonic pricing models have been commonly’! MP ( p ! ginal Implic
used to estimate house prices and property vallest values of tr_le att_rlbutes are obta_lned by diffeedirtg
of the models include housing attributes such a¢he hedonic price function with respect to each
location, neighborhood and house size. Howevergthe attributd”. The advantage of the hedonic methods is
are a limited number of studies in this area using that they control for the characteristics of prajesy
artificial neural network technique. This study sisee  thus allowing the analyst to distinguish the impatt
hedonic method and artificial neural network tochanging sample composition from actual property
empirically determine the house prices in Christchy appreciatioffl.
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Hedonic price theory has been applied to thedocumented very similar performance between the
valuation of agricultural commoditi€s®* residential hedonic model and the neural network models.
amenitie§****' and wildlife related recreation
resourcéd>'®"18  Other applications involve the Artificial neural network theory: Neural network is
estimation of the benefits of environmental an artificial intelligence model originally desigh¢o
improvementg219.20] replicate the human brain’s learning process. Thdah

While the hedonic technique is an acceptableconsists of three main layers: input data layeafexe
method for accommodating attribute differences in a@he property attributes), hidden layer(s) (commonly
house price determination model, it is generallyreferred as “black box”) and the output layer festied
unrealistic to deal with the housing market in anyhouse price). The neural network is an intercoratect
geographical area as a single unit. Thereforegéns  network of artificial neurons with a rule to adjuke
more reasonable to introduce geographical infonati strength or weight of the connections between thitsu
or location factor into a model that allows shifisthe  in response to externally supplied data (Fi§*1)
house price levE. employ The hedonic pricing model Each artificial neuron (or computational unit) fzas
to examine the relationship between location andset of input connections that receive signals faiher
property value, in Portland, Oregon and the authorsomputational units and a bias adjustment, a set of
found that there was a significant relationshipaMeetn ~ weights for input connection and bias adjustmertt an
location and property valtfé. transfer function that transforms the sum of the

Examine whether it is more appropriate to useweighted inputs and bias to decide the value of the
aggregate or disaggregate data in forecasting housmitput from the computational unit (Fig. 2). Thepu
price using the hedonic analysis. It is found tte  of the computation unit (node j) is the result pplying
hedonic price coefficients of some attributes aot n a transfer functionp to the summation of all signals
stable between locations, property types and agdrom each connection (A times the value of the
However, it is argued that this can be effectivelyconnection weight between node j and connection |
modelled with an aggregate method. The hedoniepric(W;) (refer to equations 1 and 2):
model has also been used to estimate individual
external effects (e.g. environmental attributeshoose Sum :Z,- (WA) (1)
prices. For example, there are a number of stutiss
have applied the hedonic price model in quantifytimg
effects of nois®*?*?® and air pollution on house
price€®?7]

Even though the hedonic price model has beemwhere, Qis output for node j andl is transfer function
widely recognized, issues such as model specificati which can take many different forms: linear funotp
procedures, multicollinearity, independent variablelinear threshold functions, step linear functions,
interactions, heteroscedasticity, non-linearity ~andsigmoid function or Gaussian functisiis
outlier data points can seriously hinder the pengmce
of the hedonic price model in real estate valuatidime Hedonic price model: The hedonic model involves
artificial neural network model has been offeredaas regressing observed asking-prices for the housmstga
possible solution to many of these problems, esgfigci those attributes of a house hypothesized to be
when the data patterns show non-line&fify: *°! determinants of the asking-price. Attributes

Using a large sample of data from the apartmenhypothesized to contribute to the price of a house
sector in Singapore, found that a neural networkieho include land size (in square meters), his age éars),
performs better than a multiple regression model fonumber of bedrooms, number of bathrooms, number of
estimating value. The authors concluded that theate toilets and number of garages, binary variables
network can learn valuation patterns for “true” ope representing the type of house (with garden, ohaovit
market sales in the presence of some “noise” aaya w garden) and amenities around the residential {seah
of establishing a robust estimator. Similar rescdts be  public facilities).
found if*"* studie§™!. In addition, the geographical location of the h®us

On the other hand, take on a contrary position an@lso plays an important factor in influencing treuse
cast some doubt upon the role of neural networkgrice. In this study, the Christchurch area isdidd into
compared to the traditional regression models. Theix different geographical locations. They are mne
authors argued that even when the same data is usethristchurch, North Christchurch, South Christchrc
results from models prepared by different neuralEast Christchurch, West Christchurch and Northwest
network software package could be inconsistentdihd Christchurch. The location dummy variables equadl to
not always outperform regression mofdis Also if a particular property is situated in the ideietf
reached the similar conclusions. Their studylocation, O otherwise.
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Fig. 1. Feed-forward neural network structure viitio
hidden layers

Connection QUATT

Transfer
Function

Fig. 2: Structure of a computational unit (node j)

Implicitly, the model for the hedonic price furani
is specified as:

PRICE = f (LAND, AGE, TYPE, BEDROOMS,
BATHROOMS, GARAGES,
AMENITIES, INNER CHRISTCHURCH,
NORTH CHRISTCHURCH, SOUTH
CHRISTCHURCH, EAST 3)
CHRISTCHURCH, WEST
CHRISTCHURCH, NORTHWEST
CHRISTCHURCHEg)

Variables in the model are defined as:

PRICE = Price of house in Christchurch in

NZD
LAND (+) = Land size (in square meters)

AGE (-) = Age of the house (in years)
TYPE (+) = Type of the house; 1 if the house
has a garden, O otherwise

BEDROOMS (+) = Number of bedrooms

BATHROOMS (+) =  Number of bathrooms

GARAGES (+) = Number of garages

AMENITIES (+) = Amenities around the house; 1 if
the house is close to two or more
public facilities (i.e., Bus stop,
school, public park and so on), 0
otherwise_ = Error term

A priori hypothesis are indicated by (+) and &) i
the above specification. Based on previous liteeatit
is hypothesized that most of the variables have a
positive relationship with the house price, excagpe of
the house. For example, a house with a garden is mo
expensive than a house without a garden. A smakéo
should cheaper than a large house. A house that has
multiple bedrooms, bathrooms, garages and close to
public amenities (such as public parks, publicdif®s)
is expected to command a higher price than a hitade
has the least number of bedrooms, bathrooms, gpilet
garages and no public amenities nearby. Conversely,
the age of a house would have a negative relatipnsh
with house price since an old house command a lower
price compared to a newly built house.

Artificial neural network model: The use of the
neural network model is similar to the processia¢d
in building the hedonic price model. However, the
neural network must first be trained from a setlafa.
For a particular input, an output (estimated hqursee)
is produced from the model. Then, the model congpare
the model output to the actual output (actual house
price). The accuracy of this value is determinedHsy
total mean square error and then back propagasion i
used in an attempt to reduce prediction errorschvig
done through the adjusting of the connection weight
The performance of the network can be influenced by
the number of hidden layers and the number of nodes
that are included in each hidden layer. Unfortullyate
there exists a little theory to support the prodesshe
determination of the optimal number of hidden layer
and nodes and also the optimal internal error
threshol#®. Therefore, a trial-and-error process is
applied to find the optimal artificial neural netko
model. A feed-forward/back-propagation neural
network software package, NeuroShell, was used to
construct the artificial neural network model.

There are no assumptions about functional form, or
about the distributions of the variables and erajrge
model, the neural network model is more flexiblarth
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the standard statistical technifffe It allows for formd®'¥  Coefficients resulting from linear
nonlinear relationship and complex classificatoryspecifications identify the relative contributiof their
equations. The user does not need to specify a® mucespective attributes to the price of the produatear
detail about the functional form before estimatthg  specifications, however, imply constant marginal
classification equations but, instead, it lets theta  willingness-to-pay for all households consuming the
determine the appropriate functional form. good'®. This does not allow for the identification of the
In accordance to standard analytical practice, thelemand schedule for the attribute in question dsd a

sample size was divided on a random basis intas se ignores the possibility that demand for the attiéomay
namely the “training set” and the “production sés be a function of its level as well as the levelotier
known in neural network literature), or the “esttina  attributes. In the case of nonlinear specificaticig
set” and the “forecasting set” (as know in regmssi first derivative of the hedonic price function with
analysis literature). The training set and the potidn  respect to the specified attribute yields the igipli
set contain 80 and 20% of the total samplemarginal price of the attribufé
respectively. To evaluate the forecasting accuraicy As economic theory provides no clear guidance
both models, the data in forecasting set (or produc regarding the choice of functional form to be used
set) are used and an out-of-sample forecasting iBedonic regression, this study employed the semi-lo
operated, subsequently, the Bnd the Root Mean model, which assumes constant percentage partial
Square Error (RMSE) were calculated and compareéffects, because price is a very sensitive andti@la
(equations 4 and 5). The model with a highéraRd componerit®. Furthermore, some variables, such as
lower RMSE was considered to be a relatively sgperi @ge and garages contained some zero values.
model: Therefore, the log-linear model may not be an

appropriate functional form in this study, since it

cannot take into the account of the newly built $®u

R? :1_;: R-PY @) and a hou;e V\(ithogt a garage. Hoyvever, both linear
Zn: P —PY models, which |mpll|es constant partial effect aog—-l
et linear model, which allows for nonlinear price
impacts, are also estimated. The results of both
1o " models, however, are not presented here because of
RMSE:,/E; (R-Pj (5) relatively low R (on the linear model), incorrect sings

and statistically insignificant on many coefficisr{bn
A both models).
where Ris actual house pricel is estimated house

price and n is the number of observations. RESULTSAND DISCUSSION

Data and procedures. A sample of 200 housing The estimated coefficients of equation 3 are
information in the Christchurch area is randomlyshown in Model 1 (Table 1). The Weighted Least
selected from the largest real estate agent, HercouSquare (WLS) technique and & adjustment for
The data set is retrieved from Harcourt's websiteestimating a heteroscedasticity consistent covagan
(www.bluebook.co.nz) in May 2003. matrix are applied to equation 3 instead of the

Since most business offices, restaurants and shopsdinary least square technique because of
are located in the inner city center, the proportad  heteroscedasticity problem. Using the rule of thumb
residential houses is quite small. Fifteen housiata the correlation coefficient in excess of 0.80 is
are collected from the inner city, 25 housingconsidered very high and may cause a serious
information is from North Christchurch and 40 hawgsi multicollinearity problerf’. Therefore, the number
information for the remaining four identified logats.  of toilets was dropped from equation 3 to avoid
There are 200 observations utilized in this study. multicollinearity problem since the correlation

Economic theory offers little guidance with respec coefficient between the number of Toilets (TO) and
to the choice of functional form for the hedonicdab the number of Bathrooms (BA) is 0.85 (Table 2). On
as the hedonic price function represents an eqiuitib  the other hand, the correlation coefficient between
relationship derived from individuals’ preferencasd  house price (P) and land size (L) is 0.09. The low
suppliers’ cost functiof§. While earlier hedonic correlation coefficient implies a low degree ofdar
studies used linear specifications, recent invaittigs  association. However, it does not mean that the two
aimed at identifying more appropriate functional variables are independent as they may have nonlinea
specifications have indicated the superiority ekible  relationship.
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Table 1: Correlation coefficient matrix

P L A BD BA TO G
P 1.00
L 0.09 1.00
A -0.19 0.30 1.00
BD 0.18 0.50 -0.12 1.00
BA 0.35 0.22 -0.33 0.61 1.00
TO 0.47 0.20 -0.35 0.58 0.85 1.00
G 0.33 0.35 -0.32 0.52 0.52 0.53 1.00
Table 2: Hedonic price models

Coefficient
Variablel/ t Model ¥ Model Z Model &
C 11.1763** 11.2526** 10.3075**
LAND (L) 0.0001 0.0004 -0.0020
AGE (A) -0.0028* -0.0029** -0.0118
TYPE (TY) 0.3599*
BEDROOMS (BD) 0.0788 0.0622 0.6687**
BATHROOMS (BA) 0.2411** 0.3517** 0.3314
GARAGES (G) 0.1826* 0.0506 0.0321
AMENITIES (AM) 0.0366 0.0941* 0.1997
North Christchurch (NC) -0.1955* -0.0281 0.2436
South Christchurch (SC) 0.2759** -0.0170 na.
East Christchurch (EC) -0.4521** -0.2483** -0.1040
West Christchurch (WC) -0.2250* -0.0001 0.1947
Northwest Christchurch (NWC) 1.9423* 2.3804* 1EB*
R? 0.7833 0.8780 0.7817
Adj. R? 0.7657 0.8660 0.6944
F-stat. 44.2913* 73.2795** 8.9516**
White Heteroscedasticity Test 7.1970** 2.3153** GL2**
N = 160 IN=124 n=36

Note: 1/ Dependent Variable is Log (P) 2/ WLS and WhitBustment

for estimating a heteroscedasticity ister#t covariance matrix *, **

represent 10 and 5% significant level, respecti#IyL60 out of 200 observations are used in theessigpn analysis and the remaining 40
observations are used for out of sample forec#&sts 4) Model 1 is a hedonic pricing model for bdtbuses with garden and without garden
Model 2 is a hedonic pricing model for house witliden Model 3 is a hedonic pricing model for a leowithout a garden

Table 3: Neural networks’ relative contribution tiac
Relative contribution

Factor Model 1 Model 2 Model 3
LAND (L) 0.0879 0.1724 0.0608
AGE (A) 0.2231 0.0936 0.1804
TYPE (TY) 0.0766
BEDROOMS (BD) 0.0649 0.0598 0.1749
BATHROOMS (BA) 0.0621 0.1206 0.0517
GARAGES (G) 0.1700 0.1615 0.1824
AMENITIES (AM) 0.0675 0.0355 0.1160
North Christchurch (NC) 0.0299 0.0747 0.0463
South Christchurch (SC) 0.0306 0.0639 na.
East Christchurch (EC) 0.0391 0.0453 0.0375
West Christchurch (WC) 0.0493 0.0788 0.0319
Northwest Christchurch (NWC) 0.0990 0.0940 0.1181
R? 0.9450 0.9942 0.9378
N =160 n=124 n =36

Note: Ward network is utilized with learning rate = Omigmentum =
0.1 and initial weight = 0.3410del 1: house with and without garden
Model 2: house with garddvodel 3: house without a garden

The coefficients in Model 1 have the correct
hypothesized signs and most of the coefficients ar
statistically significant. Thus, the high corretati
coefficients between the number of bedrooms (B[@) an
the number of Bathrooms (BA) (r = 0.61), the numbe

r

suggested B7. However, it should be noted that
White heteroscedasticity test still indicate thegance

of heteroscedasticity, even when the weighted least
squares (WLS) and the White adjustment techniques
are utilized.

The estimated results demonstrate that houses with
more bedrooms and bathrooms are priced higher. A
relatively new house is more expensive than an old
house and a house with a garden is priced higlear th
one without a garden. Location variables play a
significant role on house prices. For example, beus
the Northwest of Christchurch (such as Burnside,
Fendalton, llam and Merivale) are priced highercsin
they have access to good public and private high
schools in those areas due to the school-zoneypatid
the University of Canterbury. Furthermore, Fendalto
has traditionally been known as an upper incoma.are
On the contrary, properties in East of Christchurch

ésuch as Linwood, Phillipstown, Aranui and Bexley)

are priced lower than the rest of areas since it is
relatively a poor neighborhood and most of the keus
are relatively older than those in other areas.

In general, houses with gardens are usually ldcate

of garages (G) and the number of Bedrooms (BD) (r Zway from the city or shopping mall areas, while th

0.52) and the number of Garages (G) and the nuofber

Bathrooms (BA) (r = 0.52) are neither necessary no

sufficient to cause the multicollinearity probleras
197

houses without garden are located closer to thmbss
tistrict center, town and university. Thus, housdth
gardens versus houses without gardens reflectreliffe
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market segment and different pricing strategy. ForTable 4:Comparing the out-of-sample forecast etadn results for

example, the coefficient of house type (TY) in Mbile _hedonic price model and neural network model
shows the average price of a house with a garden {ieoncrice model Model1 Model 2 Model 3

. ge price 9 R 0.6192 0.7499 0.3807
higher than a house without garden around 35% inrmse 876,215.63 642,580.05 1,435,810.81
every location (Table 1). Therefore, it can be ¢oted ~ Neyral network model 0.5000 0.8408 0.6007
that house prices can be determined differently ruse 449 111.46 51261499  1014,721.92
according to its type. N =40 n=31 n=9

The hedonic pricing models (Models 2 and 3) are
segregated according to property type, that isséeu 17
with gardens and houses without gardens respegtivel 16 4
(Table 2). The Rin both models is relatively high but 15
the coefficients in both models, such as land size, 4+
garages and some geographical locations, are '
statistically not significant. Furthermore, the Inul %1
hypothesis of the White heteroscedasticity testjicted "
at 5 the percent level in both models. The resodiEate
that the segregation model improves the explanatory
power of the model but cannot overcome the proldém 25 50 75 100 125 150
heteroscedasticity. The insignificant of the vagalmay |
be caused by the reduction of the sample size #irece

are only 36 observations on the house without deger Fig. 3: Actual and Estimated house prices in lognfo

model. _ o _ (In sample forecast)
The back propagation training process is always

regarded as a black box in the neural network model 17
thus the internal characteristics of a trained oekvare 16
simply a set of numbers which prove to be difficalt 15
relating back to the application in a meaningfudhian.
For that reason, the learned output (weights or '

coefficients) cannot be interpreted or utilized pace 1 1

104

ACTUAL -———— HEDONIC ———ANNI

144

adjustments. =
The relative contribution factors of the best '']
artificial neural networks (the relative importanoé 104
inputs) are shown in Table 3. All three networks — #-
employ the same variables for the input layer ndddas 8 . . . . . . .
are used as the independent variables to create th 185 170175 180 185 190 185 200
hedonic price models. Ward networks (multiple hiude |——ACTUAL ——- HEDONIC ——— ANN]

slabs with different activation functions), whiclseu
Gaussian, Tanh and Gaussian Complelfferis the Fig. 4: Actual and estimated house prices in lognfo
activation functions for 3 hidden slabs and eacb sl (Out-of-sample forecast)
contains 6 hidden nodes, are considered as the best
networks in this study. Although neural networkstwi | and size for the house without a garden is less
1 and 2 hidden layers are examined and their eatdt  important compared to house with garden. On theroth
slightly better than the hedonic price models,rd#®lts  hand, the age of the house, the number of bedrabms,
are not presented here because they do not outperfo number of garages and amenities around the house
Ward networks. areas do impact the house price for the house utitho

The relative contribution factor in Table 3 showsgarden when compared to the house with garden.
that land size and number of garages are important On the aggregate model (Model 1 in Table 3), the
factors that determine the house price for housé wi neural networks’ relative  contribution factor
garden while amenities near the house area isetigt | demonstrates that the age of the house and theetumb
important factor (Model 2). Generally, houses withof garages, respectively, have contributed to the
gardens are located in the outskirt of the businespredictive power of model than the other variables.
district centers since they require large landssiZdwus  Geographical location such as Northwest of
amenities around the house area may not be aBhristchurch has a relatively high impact on thed®
important factor impact the house price. However, grice compared to land size, house type, number of
larger land size means a higher price of the house. bedrooms, number of bathrooms and amenities around

For house without a garden, age of the house anghe house area. The result indicates that geogralphi
the number of garages are factors that have agstronocation plays an important role in the house price
impact on the housing price (Model 3 in Table 3). determination. In addition, the relative contriloutiof
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the land size to the house price implied that lsizé  commented upon its black box nature and reached
and house price are dependent on each other and thgferent conclusions.

relationship between them would be nonlinear, sitee The presence of heteroscedasticity in the noradine
correlation coefficient is low and the coefficiemtsthe relationship between house attributes and house [si
land size are insignificant in all the models. due to the lack of some environmental attributed an

The R from neural network models are higher than;,, yequate number of sample size could be the cause
the R from hedonic price models (Table 2 and 3). The

X of the poor performance of the hedonic pricier
results imply that the neural network model CaNmodels. Conversely, the artificial neural network

estlma_te t_he house. price more accurately than thﬁlodel can overcome some of the problems related to
hedonic price model in both aggregate and disa@€eg o qata patterns and the underlining assumption of

models (Fig. 3). H_oweve_zr, the results ‘?'0_”°_t previd e hedonic model. As a result, the model yields a
stron_g _and concl_u.swe evidence of superiority imtef oy prediction result when compared with the
prediction capability between both models, as shbym hedonic model. Nevertheless, it should be noted tha

the sample results. the optimal artificial neural network model is cred

lTa'?'e 4 lsh?wsh ;he. oufc-of-sargplle f;r;castby a trial-and error strategy. Without this stratethe
evaluation results for \edonic 2pr|ce MOdEIS andaleu qq s may not indicate the superiority of the raéu
network models. Again, the “Rof neural network network modé?®

models is higher than the’Rf hedonic price models

and the RMSE of neural network models are lowen tha Firstly

There are, however, some limitations in this study
the house price used is not the actua pake

hedonic price models. Therefore, it can be conct:iudebut the estimated price due to the difficulty irtaibing

that the neural network model is a relatively sigrer
model for house price prediction (Fig. 4).

the real data from the market. Secondly, this study
considered only the current year’s information e t

The results from Table 4 also suggest that theﬁouses. The time effect of the house price, whalic:

better model for house price prediction should e t
aggregate neural network model rather than th
disaggregate models, as it has the highésaril the

lowest RMSE. Even though the neural network model%
for house with and without garden have relativatyhh

R?in the case of in sample forecast (0.9942 and7893
respectively), their performances are not goo
compared to the out-of-sample forecast, especially
houses without gardens. The low number of
observations may be one of the possible explan&tion

the poor performance of the model since the agggegal-

model has a higher number of observations than the
disaggregate models.

2.

CONCLUSION

This study empirically compares the predictive
power of the hedonic price model with an artificial
neural network model for house price prediction.
Artificial neural network models and hedonic price4
models are tested for their predictive power usdfg
house information in Christchurch, New Zealand.

The results from hedonic price models support the;

previous findings. Even if the “Rof hedonic price
models is high (higher than 75%) for in sample

forecast, the hedonic price models do not outperfor g

neural network models. Moreover, the hedonic price
models show poorer results on out-of-sample fotecas

especially when comparing with the neural networky.

models. Thus, the empirical evidence presentedhig t

study supports the potential of neural network onse

price prediction, although previous literatures dav
199

otentially impact the estimated results was igdore
the same house should have different price irechfit
ears, assuming that age factor is constant). ligjrthle
ouse price could be affected by some other ecanomi
factors (such as exchange rate and interest rege)a
Ojncluded in the estimation.
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