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Abstract: The importance of aspect extraction in text classification, 

particularly in the e-commerce sector. E-commerce platforms generate vast 

amounts of textual data, such as comments, product descriptions, and 

customer reviews, which contain valuable information about various aspects 

of products or services. Aspect extraction involves identifying and 
classifying individual traits or aspects mentioned in textual reviews to 

understand customer opinions, improve products, and enhance the customer 

experience. The role of product reviews in e-commerce is discussed, 

emphasizing their value in aiding customers' purchase decisions and guiding 

businesses in product stocking and marketing strategies. Reviews are 

essential for boosting sales potential, maintaining a good reputation, and 

promoting brand recognition. Customers extensively research product 

reviews from different sources before purchasing, making them vital user-

generated content for e-commerce businesses. The current work provided an 

efficient and novel classification model for sentence classification using the 

ABNAM model. The automated text classification models available cannot 

categorize the data into sixteen distinct classes. The technologies applied for 
the mentioned work contain TF-IDF, N-gram, CNN, linear SVM, random 

forest, Naïve bays, and ABNAM with significant results. The best-

performing ML method for the successful classification of a given sentence 

into one of the sixteen categories is achieved with the proposed model named 

the based Neural Attention Model (ABNAM), which has the highest 

accuracy at 97%. The research acclaimed ABNAM as a novel classification 

model with the highest-class categorizations.  

 

Keywords: Text Classification, Natural Language Processing (NLP), TF-

IDF, N-Gram, Neural Networks, Machine Learning, Deep Learning, Logistic 

Regression (LR), Random Forest (RF), Multinomial Naïve Bayes (MNB), 
Linear Support Vector Machine (LSVC)  

 

Introduction 

The field of artificial intelligence, known as Natural 

Language Processing (NLP), investigates how computers 

and human language interact. It comprises several 

formulas and procedures that allow computers to 

comprehend, decode, and produce human language. Text 

classification, on the other hand, is a specialist NLP task 

that involves classifying or assigning predetermined 

labels to textual input following its content. NLP 

approaches are used to analyze, assess, and extract 

valuable information from text data in the context of text 

classification. For precise classification, computers must 

comprehend the text's structure, semantics, and context. 
Electronic commerce, or just "e-commerce," is the 

term used to describe the purchasing and selling of goods 

and services via different computer networks. In addition 

to private platforms like extranets that use Internet 

technologies like TCP/IP, these networks cover the vast 

Internet domain. Furthermore, these transactions are made 

possible largely via Electronic Data Interchange (EDI) 

networks. To put it simply, e-commerce encompasses a 

wide range of online transactions carried out through 

various digital channels. 

There is a clear disparity in the challenges associated 
with efficiently acquiring human language in human-

computer communication. The perceived communication 

gap between computers and people may be inflated as a 

challenging task due to the non-availability of a single-

store solution. The proposed work is to provide a 
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multiclass classification model to accommodate a 

maximum of sixteen classes. The novelty of the work is 

the dataset processing; the existing studies apply the 
already existing word embeddings available at open-

source platforms, but the proposed work applied 

unstructured data for the word embedding. To date, 

none of the models provided a successful classification 

for 16 categories. Even though computers typically use 

binary sequences and code to communicate, 

developments in Machine Learning (ML) and Natural 

Language Processing (NLP) have significantly 

improved computers' comprehension of human 

language. Technological advancements have enabled 

computers to understand human intent, including 
subtleties like slang and colloquialisms and instances 

when context is missing. Natural language 

comprehension allows technology to function 

autonomously on many tasks, like breaking down 

intricate information into manageable portions and 

deciphering queries without human support. Because 

modern technology automates related activities, 

humans are relieved of the tedious work of 

contextualizing language. Before discussing specific 

examples, the significance of natural language 

processing and its significance to the e-commerce 

business needs to be explained. 

Natural Language Processing (NLP) to text 

categorization analysis (Beausoleil, 2019) has attracted 

much interest because of the quick expansion of user-

generated text data online. NLP research investigates 

how people perceive goods, services, activities, 

problems, etc., by looking at people's actions, text 

classification, assessments, and appraisals. It can be used 

in various ways to help people and organizations locate, 

summarize, and comprehend relevant information from 

texts that reflect multiple points of view to support 

decision-making in both the corporate and social sectors 

(Khurana et al., 2023). 
Text classification analysis has been the subject of 

numerous studies. The preliminary study's main goal was 

text classification at the sentence and document levels. 

The current study aimed to determine the class or category 

for a given statement or sentence among the available 

sixteen classes defined in further sections in detail. The 

work proposed an accurate classification of a sentence 

into one of the sixteen classes such as restaurant, 

ambiance, clothing, beauty products, food prices, 

fragrance, home products, beauty-hair, food, health and 

wellness, home improvements, cosmetics-make-up, 
personal care, price, cosmetics-skincare, and staff. 

Machine Learning methodologies are implemented for the 

classification with the product review dataset collected 

from open-source repositories. There are various points of 

view when evaluating the traits of an aspect being in the 

actual world. Create categories relevant to the texts rather 

than just making a generic comment about the quality of 

the depiction. For such categorization, there is a need for 

a system that is suitable to accommodate more than one 
or two categories. E-commerce is a platform used by 

numerous people in various ways and roles that need to be 

defined with clarity to provide the services they ask for. 

Consumers are spending more time online than ever 

chatting, browsing, and shopping, which is suitable for 

e-commerce. The state of the economy is changing. 

Many physical stores are closing right now. Online 

retailers must interact with customers anywhere they 

are, not just on the payment page, as social media 

browsing has exceeded window shopping better ROAS 

and ROI from an active social media presence online 
(Gasparetto et al., 2022). 

Product reviews both assist customers in making more 

informed purchases and assist businesses in deciding 

which goods to stock. Reviews are essential for boosting 

sales potential, upholding a good reputation, and 

promoting brand recognition. Reviews enhance the 

marketing strategy of your e-commerce firm by giving 

important product information. Reviews are one of the 

most crucial tools in your toolbox for e-commerce 

because they are user-generated content that you can 

utilize for free with the possibility of making a substantial 

profit. Before making a purchase, customers research 
numerous sources and types of product reviews, such as 

those on social media platforms, review websites, product 

listing pages on e-commerce websites, and customer 

endorsements (Xu et al., 2020).  

Looking at people's actions, text classification, 

assessments, and appraisals. It can be used in various 

ways to help people focus. It explains that the information 

given addresses a mutual information feature selection 

technique called MIFS-C. The MIFS-style approach looks 

for a significant parameter known as the redundancy 

parameter. One of the MIFS algorithms, the MIFS-C 
algorithm, is promoted as an effective and time-saving 

technique that enables quick execution without sacrificing 

accuracy (Bakus and Kamel, 2006). 

The author's research paper compared and provided 

distinctions between four methods of document 

transformation. To apply label weights to multi-labeled 

documents, the author advises utilizing Entropy-based 

Label Assignment (ELA) based on label entropy. This 

method was tested on benchmark text sets in the paper 

using an SVM classifier and multi-label evaluation. The 

investigation showed that the document transformation 

technique significantly affects the effectiveness of multi-

class categorization. According to the report, ELA did better 

in the evaluation than the alternatives (Chen et al., 2007). 

A thorough analysis of the feature selection criteria to 

categorize the material. The regional strategy functions 

better, which considers local and global regulations when 

only a few or no keywords are used. As the number of 
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keywords rises, the global strategy outperforms the 

regional strategy. When the current feature selection 

outcomes are reviewed, particularly in datasets with few 
terms, high success rates are observed. The Adaptive 

Keyword Selection (AKS) policy is mentioned in the 

paragraph as another technique for choosing keywords 

(Tasci and Gungor, 2008). 

The statistical approaches explain data sparsity and 

how it affects the precision of categorizing short texts. By 

creating a feature thesaurus called Solid Feature 

Thesaurus (SFT) based on Latent Dirichlet Allocation 

(LDA) and Information Gain (IG) models, the author 

offers a solution. The strategy seeks to solve the issue of 

data sparsity in brief words. On two small text datasets, 
the author experiments and evaluates their approach's 

performance against cutting-edge techniques like Support 

Vector Machine (SVM) and Nave Bayes multinomial. 

The outcomes show that the suggested solution performs 

better than the current approaches, improving 

classification accuracy for short texts (Wang et al., 2012). 

The paper compared six existing techniques to 

Correlation-based Feature Selection (CMFS) in an 

experimental investigation. The study finds that CMFS 

outperforms other approaches, such as Information Gain 

(IG), Orthogonal Centroid Feature Selection (OCFS), 

CHI statistic (CHI), Document Frequency (DF), and DIA 
association factor when used in conjunction with the 

Naive Bayes algorithm. However, when paired with the 

Support Vector Machine (SVM) strategy, IG, DF, DIA 

and OCFS perform admirably. The findings indicate that 

when paired with Naive Bayes, CMFS is highly effective, 

while SVM is a superior choice for the other techniques 

(Meng et al., 2011). 

The importance of feature selection in text 

categorization highlights the need to consider the 

semantic relationship between phrases to improve 

classification accuracy. Accuracy is reported to suffer 
because semantic links are typically disregarded in the 

high-dimensional space required for document 

representation. The study offers a two-stage feature 

selection strategy as a solution to increase the efficacy and 

accuracy of categorization. To add new semantic space 

between concepts, the study suggests using the latent 

semantic indexing technique (Liu and Yang, 2012). 

The importance of using the proper feature selection 

techniques to improve text categorization efficiency. 

The suggested feature selection approaches seek to 

improve text categorization through improved 

ambiguity metrics. The approaches are then contrasted 

with four currently employed techniques: Information 

gain, odd ratios, ambiguity measure, and mutual 

information. Three distinct datasets Reuters 21578, 

web KB and 20-newsgroups are used in the 

comparison, which is done using the Nave Bayes and 

SVM algorithms (Zhao et al., 2020). 

The bidirectional attention strategy with location 

encoding for creating aspect-specific visualization 

prototypes. The impetus for this study is that numerous 

sentence components are depicted in current methodologies 

without considering the significance of sentiment 

dependencies. Aspect-level categorization accurately depicts 

sentiment polarities across several aspect terms in a sentence. 

The authors offer a bidirectional attention mechanism that 

forges links between the context words and the aspect to 

prototype aspect-specific descriptions. Additionally, 

emotional relationships between different sentence parts are 

discovered using Graph Convolutional Networks (GCN) 

over the attention mechanism. The paragraph provides a 

high-level summary of the suggested approach, 

emphasizing its focus on aspect-specific representations 

and sentiment correlations in the text (Rohidin et al., 2022). 

The experiment she conducted used a dataset of 

20 newsgroups and 20 student essays. The CBFSA 

(fuzzy soft set association rules mining) and different soft 
set classifiers, such as the Hybrid Fuzzy Classifier (HFC), 

Soft Set Classifier (SCC), and Fuzzy Soft Set Classifier 

(FSSC), are compared in this study for their effectiveness. 

The results show that the CBFSA approach works better 

than the present classifiers in terms of producing accurate 

results. The fuzzy decision set of an FP-soft set is used to 

construct a classifier and assign unclassified articles to a 

class (Huan et al., 2022). 

It is outlined regarding the goal of enhancing text 

classification accuracy as to why sentiment data addition 

and multi-dimensional document representation should be 
researched. The author advocates combining document 

sentiment with vector sequences or matrices. Additional 

sentiment vectors could be layered on top of the word 

vectors as a fully connected layer to increase accuracy 

even more. The best traditional method, the Nave Bayes 

Bernoulli classifier, has a 71.3% accuracy rate when 

applied to the dataset of suicide notes. The classifier uses 

sentiment and semantic data and achieves an accuracy rate 

of 75%. The primary focus of the paragraph is the 

potential to increase text categorization precision by 

including sentiment data and multi-dimensional 

representations (Koksal et al., 2022). 
The e-commerce industry has experienced significant 

growth in the dynamic environment brought about by 

post-pandemic shifts in consumer behavior. Lengthening 

a customer's online experience has become increasingly 

valuable. A strong search engine is one of the most crucial 

instruments for enhancing the user experience since it 

may provide valuable insights into the motivations of 

online buyers. A good search engine should deliver results 

promptly and accurately understand user intent to 

generate effective recommendations. This study 

integrates pre-training libraries in Turkish with language 
models such as BERT, Electra, and RoBERTa, which 

have demonstrated performance in similar tasks. These 



Nagendra N and Chandra J / Journal of Computer Science 2024, 20 (5): 535.547 

DOI: 10.3844/jcssp.2024.535.547 

 

538 

are utilized, especially for e-commerce product 

categories, to construct models for text classification and 

customer intent analysis. Give a comparative analysis of 
the outputs from these deep learning models, which were 

further optimized using product descriptions from a 

particular e-commerce company and comment libraries. 

Expand on the findings from the e-commerce end-user intent 

analysis model by looking at past user searches and product 

categories. In addition to giving Turkish e-commerce 

products precedence, the proposed approach makes room 

for developing intent analysis algorithms that anticipate the 

main product consumers would look for using a range of 

products (Luo et al., 2022). 

The feature fusion strategy blends statistical data with 

significant semantic variables to suit the need for 

thorough, brief text categorization. Deep learning models 

and a weighting technique are used to accomplish this 

integration. The suggested technique uses Bidirectional 

Encoder Representations from Transformers (BERT) to 

automatically build sentence-level word vectors. 

Afterward, Convolutional Neural Network (CNN), 

Bidirectional Gate Recurrent Unit (BiGRU), and Term 

Frequency-Inverse Document Frequency (TF-IDF) 

weighting are used to construct statistical features, local 

semantic features, and overall semantic features. For 

classification, the fusion characteristic that results is 

employed (Soni et al., 2023). 

This study introduces TextConvoNet, a novel 
architecture for binary and multiclass text classification 

tasks that are based on Convolutional Neural Networks 

(CNNs). Unlike existing CNN models that use one-

dimensional convolving filters that can only extract intra-

sentence N-gram features, text convo net goes above and 

beyond by extracting inter-sentence N-gram 

characteristics from the input text data. This new method 

describes the input matrix using a different approach and 

employs a two-dimensional multi-scale convolutional 

operation. Experimental evaluations of text convo net's 

text classification performance are conducted on five 

datasets, encompassing binary and multi-class 
classification scenarios. Evaluation metrics include things 

like gmean1, gmean2, specificity, recall, accuracy, 

precision, and Mathew's Correlation Coefficient (MCC). 

Moreover, a thorough comparison study is carried out, in 

which TextConvoNet is contrasted with attention-based, 

machine-learning, and deep-learning models. It is 

possible to conclude from the experimental findings that 

TextConvoNet outperforms other models that are used for 

text classification (Wang and Li, 2022). 

In the field of natural language processing, text 

classification is a hot topic. The application of Graph 
Neural Networks (GNN) to text categorization problems 

has garnered increasing attention in recent times. On the 

other hand, existing graph-based methods frequently miss 

important information that is concealed by text grammar 

and sequence patterns. Additionally, because the text 

graph is built using the complete corpus, including the test 

set, using these models to analyze fresh documents creates 
difficulties. In order to address these problems, provide a 

text categorization model that combines the benefits of 

Graph Attention Networks (GAT) with Long Short-Term 

Memory Networks (LSTM). Each document is given its 

own unique graph by model, which then uses LSTM to 

create word embeddings enhanced with contextual 

information, GAT to learn inductive word 

representations, and finally, a consolidation of all nodes 

in the graph into the document embedding. The approach 

outperforms current text categorization techniques, as 

shown by experimental findings on four datasets. 
Compared to previous graph-based methods, it 

demonstrates quicker convergence and uses less memory. 

Interestingly, the model significantly improves even with 

small amounts of training data, highlighting the 

importance of text syntax and sequence information for 

better classification outcomes (Huang et al., 2023). 

In the series of most recent work, some of the strongly 
related work is highlighted here. Sentiment analysis is 
based on aspects, where the Aspect phrase extraction and 
aspect sentiment categorization are performed as the two 
subtasks. Current techniques have issues with fine-
grained information extraction and aspect term border 

identification. It is challenging for the sentiment aspect 
classification task to adapt to text and detect local context. 
To overcome these issues, the proposed adaptive semantic 
relative distance method uses dependent syntactic 
analysis to determine each text's local context and 
enhance sentiment analysis accuracy. The model's mix of 
local and global information features outperforms state-
of-the-art techniques in terms of aspect sentiment 
categorization. It boosts accuracy and F1 scores on the 
semeval-2014 task 4 restaurant and laptop datasets 
(Mujawar and Bhaladhare, 2023). 

Text classification using labeled datasets for 

training with ML methods is implemented in the study. 

Feature selection, or the process of finding relevant 

words or phrases, enhances efficiency and 

interpretability by focusing on important aspects. The 

study introduces the wRMR method, which is used to 

extract aspect phrases from product assessments by 

combining the Gini index, information gain, and ML 

classifiers. In aspect phrase extraction from customer 

testimonies, the proposed solution outperforms both 
traditional approaches and state-of-the-art techniques, 

not only for aspect term extraction but also for other 

NLP issues (Kaur and Sharma, 2023a). 

The increasing prevalence of text content from 

various sources, such as social media, messaging apps, 

and e-commerce websites, is important for company 

executives to understand the general public sentiments 

about their products and services. The project focuses on 

developing a consumer review summarization model 
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using NLP techniques and Long Short-Term Memory 

(LSTM) in order to deliver concise insights into customer 

behavior. Pre-processing, feature extraction, and 
sentiment classification are all combined in the proposed 

hybrid technique. The LSTM deep learning classifier is 

used for sentiment classification, while the hybrid 

approach generates unique feature vectors and the NLP 

approach eliminates superfluous input. The model was 

evaluated using average precision, recall, and F1-score on 

three datasets (Kaur and Sharma, 2023b).  

The study highlighted the significance of online 

reviews for a company to assess its products and services. 

Still, the work at hand is sorting through the large number 

of reviews. The proposed Customer Review 
Summarization (CRS) methodology, also known as 

Hybrid Analysis of Sentiments (HAS), aims to provide 

organizations with a simplified understanding of 

consumer choices and behavior. HAS includes pre-

processing, feature extraction, and review categorization. 

Hybrid feature extraction combines aspect-and review-

related features, while NLP-based pre-processing 

removes unwanted data. For review classification, 

supervised classifiers like support vector machine, Naïve 

Bayes, and random forest are employed. With an 

impressive F1-score of 92.2%, the experimental results 

demonstrate that HAS outperforms the state-of-the-art 
techniques in sentiment analysis (Imron et al., 2023). 

The paragraph discusses the challenges posed by the 

different review formats-text, images, videos, and star 
ratings-that may be found on Bukalapak, a prominent 
Indonesian online marketplace. The manual analysis of 
these evaluations for potential clients takes time. The 
study acknowledges that entities exhibit a range of 
sentiments and offers aspect-based sentiment analysis as 
a potential remedy. The chosen approach combines CNN 
and LSTM, employing LSTM for aspect extraction and 
CNN for sentiment extraction. Prior research has 
demonstrated that BERT outperforms glove and 
word2vec as word embedding techniques. The 
LSTM-CNN method outperforms CNN or LSTM 

alone, achieving an impressive accuracy of 93.91%. The 
study emphasizes the impact of dataset distribution on 
model performance and observes that a larger dataset 
increases accuracy. Moreover, classification accuracy 
improves by 2.04% without stemming (Jiang et al., 2023). 

The paragraph introduces a unique technique for 

aspect-based sentiment analysis and emphasizes the 

importance of looking at grammatical relationships in a 

text. The proposed model called the Weighted Graph 
Attention Network aspect-based sentiment analysis model 

(WGAT), addresses limitations in existing models by 

leveraging dependency weighting in graph attention 

networks. By using pretraining, the model creates low-

dimensional word vectors from the input text and analyses 

syntactic dependencies to create a dependency syntax 

graph. This graph is shown as a dependency-weighted 

adjacency matrix to illustrate the relative importance of 

the various dependencies. The WGAT model uses graph 

attention networks to extract data and a classification 
layer to predict sentiment polarity. Test results over a 

wide range of datasets demonstrate that the WGAT 

model outperforms baseline approaches in terms of 

accuracy and F1 values, confirming its effectiveness in 

fine-grained aspect-based sentiment analysis tasks 

(Jorvekar et al., 2023a). 

The study is focused on the aspect-based sentiment 
classification approaches and the importance of text 
analysis, such as social media comments or product 
evaluations that examine interactions related to specific 
objects, such as restaurants or products. The conventional 
technique includes two approaches: Aspect extraction and 
sentiment evaluation. This study presents a framework for 

aspect-based sentiment categorization and recommender 
systems. This framework efficiently identifies items and 
produces high-accuracy classification using machine 
learning techniques like the random forest, naive bayes, 
decision trees, support vector machines, artificial neural 
networks, and a hybrid machine learning methodology. 
Experiments using real-time datasets validate the 
framework's capability to assist tourists in finding the best 
spots, places to stay, and restaurants in a given area. 
Compared to conventional classifiers, the hybrid machine 
learning methods outperformed the conventional 
classifiers (Jorvekar et al., 2023b). 

The authors discussed emotion type classification, 

sentiment magnitude detection, subjectivity detection, and 

polarity identification. Using a real-time dataset of 

customer reviews, the focus is on machine learning 

methods for aspect-based sentiment classification. Aspects 

are detected and the sentiment is assessed through the use 

of feature extraction and selection techniques and a range 

of machine learning classification methods, such as 

Artificial Neural Network (ANN), Random Forest (RF), 

Naïve Bayes (NB), and Support Vector Machine (SVM). 

TF-IDF, Bigram, and NLP features are a few feature 

extraction methods. In a comprehensive experimental study, 
SVM with NLP features outperforms other machine learning 

classifiers, demonstrating its effectiveness in aspect-based 

sentiment classification on custom (Hong et al., 2022). 

Various text classification techniques to improve 

classification efficiency and accuracy are applied in 

multiple studies. Some of the most significant methods 

observed in the literature are-Mutual Information Feature 

Selection (MIFS-C), Entropy-based Label Assignment 

(ELA), Adaptive Keyword Selection (AKS), Solid 

Feature Thesaurus (SFT) creation and Correlation-based 

Feature Selection (CMFS). Methods involved in the 
mentioned techniques are parameter selection, document 

transformation, feature selection criteria analysis, and 

statistical approaches to address challenges like data 

sparsity and semantic relationships between phrases. 

Strategies like bidirectional attention mechanisms, Graph 
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Neural Networks (GNNs), and fusion of statistical and 

semantic features are also applied using deep learning 

models. To enhance the classification accuracy role of 
Sentiment data incorporation, multi-dimensional 

document representation and aspect-based sentiment 

analysis are also highlighted in some studies. 

Materials and Methods 

Data Set Description 

The tests made use of ten freely accessible and open-

source datasets. The passage notably alludes to the 
examination of the Amazon review dataset, which 
comprises a range of data, including brand images, pricing, 
categories, and product descriptions with reference to 
views and purchases. Data is considered from 10-500 K 
records. Text, helpfulness ratings, and descriptions of 
product metadata, such as brand, price, and image features, 
are also included in the collection. The line highlights the 
range of information present in the dataset of Amazon 
reviews (Amazon Product Review, 2021) and suggests that 
it was used in the trials. 

The dataset's nine auxiliary parts offer a variety of 

analysis choices for the text's many facets. To maintain 

confidentiality, all references to the real company 

mentioned in the reviews have been replaced with the 

word "retailer." Also, more information about other 

datasets. The section highlights the availability of a 

specific women's clothing e-commerce dataset as well as 

the efforts taken to anonymize the data to protect the 

shop's identity.  

The data set was collected from multiple sources, 

which are available from open-source websites, hotel 

reviews (Datafiniti, 2019), the Nykaa dataset (Nykaa 

Product Review, 2020) considered from the data world 

website, and Amazon-related data sets like beauty 
products, clothing, office products, tools, and home 

improvements are considered from cseweb.ucsd.edu. All 

the raw data sets were downloaded in different file 

formats and were converted from a standard file format 

that is Comma-Separated Values (CSV) using Python. It 

also considered women's clothing (Women’s Clothing 

Product Review., 2018), Emotional Intelligence boosters 

(Emotional Intelligence, 2022), and gym exercise (Gym 

Exercise Review, 2022) datasets from Kaggle. From the 

dataset considered, unstructured data is available in the 

review text of the dataset.  
Figure 1 explains the stages of the workflow of the 

aspect-based Based Neural Attention Model (ABNAM) 

approach. Obtaining the data from numerous sources and 

eliminating English stop words, special symbols, 

excessive spaces, and duplicate sentences constitute the 

first stage of preprocessing. The second stage contains 

NLP with TF-IDF and N-Gram methods for word 

embedding, followed by the ABNAM processing 

consisting of cluster creation for sixteen clusters and 

categorization of the input tokens into one of the clusters 

using weighted keywords. Stage 2 also tried the word2vec 
word embedding algorithm for creating tokens for 

implementation with the ABNAM model. ABNAM, 

which transforms unclassified utterances into classified 

sentences (Mao et al., 2023), is created. Some of the NLP 

techniques employed in this step include developing 

vocabularies, word embeddings, and vector 

representations of the preprocessed data. In the third 

stage, the ABNAM model is evaluated using several 

statistical methods, such as accuracy, F1-score, ROC, and 

AUC curve. It is contrasted with other models currently in 

use to ascertain its efficacy. The final step involves testing 
the revised text using the ABNAM model to gauge the 

model's effectiveness. The results of TF-IDF and N-gram 

(max 2 grams) are considered as the inputs for machine 

learning models (Zhao et al., 2022). The current work has 

used linear SVM, random forest, Naïve Bays, and 

Logistic regression for the classification.  

Data Preprocessing 

Data preparation is a crucial step in Natural Language 

Processing (NLP) for various reasons. One of the primary 
goals of data preparation is to reduce noise from the text 

data. In text data, noise can take the form of HTML tags, 

punctuation, special characters, and unnecessary symbols. 

Preprocessing helps to improve data quality by 

eliminating or cleaning up noise. 

Describes the many steps involved in the research's data 

preprocessing stage. In the first step, stop words like "a,” 

"the,” "this," and "where," among others, are eliminated. 

The words in the phrases are then all changed to lowercase, 

even those that started out in the capital. Standardization 

ensures that the text is consistent. Word lemmatization is 

also used to turn the stop words into their root words. For 
efficient analysis and visualization, emphasize the 

significance of data pretreatment stages such as lowercase 

conversion, stop word removal, and word lemmatization. 
 

 
 
Fig. 1: Difference stages of ABNAM 
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Unusual terms are removed from the dataset in the 

second stage to prevent the creation of unnecessary 

vectors in word embeddings. The sentence offers 
information on locating and correcting spelling mistakes 

as well as considering keywords that are similar to the 

wrong term. In the third stage, word cases are normalized 

and sentences are punctuation-free. This normalization 

allows for word recognition regardless of the 

capitalization style used inside a sentence. The sentences 

are also free of emoticons, punctuation like "@,” "#," and 

"$," and other punctuation signs. Finally, words from 

many languages are transformed into a set of common 

characters and used in the specified sentences. The section 

describes key steps in data preprocessing, such as deleting 
rare terms, spelling corrections, punctuation removals, 

case normalization, removing special characters, etc. 

The fourth step is the preparation of data. The goal of 

this step is to eliminate person names that have been 

changed to person keywords and to eliminate company 

names that have been changed to company keywords. 

Additionally, sentences with fewer than five keywords are 

disregarded. This step tries to secure sensitive personal 

and business data while removing sentences with 

insufficient keyword content. The paragraph stresses the 

value of data privacy and the need for a dataset with a 

minimal keyword threshold. 

Machine Learning Techniques 

Assessing how well a model performs while 

classifying text. Along with other high-performing 

machine learning models, the model is integrated with the 

Linear Support Vector Machine (LSVM), Multinominal 

Logistic Regression (MLR), multinomial Naive Bayes 

(NB), and Random Forest (RF). The goal is to evaluate 

the text categorization system's accuracy and contrast it 

with the performance of the ABNAM and ML systems. 

The sentence implies that, in terms of text 

categorization accuracy, the performance of the 
integrated models, LSVM, LR, NB, and RF, 

outperforms ABNAM and ML (Wang et al., 2019). It 

also included TF-IDF, Word2Vec, and N-gram to 

improve the word vectorization of the corpus while 

implementing machine learning and ABNAM. 

Linear support vector classifier: Since Linear Support 

Vector Machines (LSVMs) can be swiftly and easily 

applied to big datasets, their application in classification 

tasks has become more and more popular. Non-linearly 

separable problems, however, are challenging. Kernel-

based SVMs are widely utilized for these kinds of 
scenarios; nevertheless, they have certain drawbacks 

regarding memory and computing efficiency when 

compared to their linear equivalents. More precisely, 

actual data indicates that their response is only provided 

as a function of the support vector set, which rises linearly 

in the size of the training set (Sperandei, 2014). 

Multinomial logistic regression: Calculating odds 

ratios is the aim of logistic regression when multiple 

explanatory factors are involved. The process is quite 
similar to multiple linear regression, with the 

distinction that the response variable is binomial. The 

outcome displays how each variable affected the 

observed interest event's odds ratio. This approach is 

particularly useful in minimizing confusing effects 

because it simultaneously looks at the relationship 

between all variables (Rish, 2001). This article aims to 

simplify the logistic regression method through the use 

of informative examples: 

 

 𝑌 =
𝑒(𝑏0 + 𝑏1𝑥)

1+ 𝑒(𝑏0+ 𝑏1𝑥)
 (1) 

 

Equation 1 describes that x stands for the input value. 

y represents the predicted output and b0 represents the 

intercept or bias term. b1 represents the coefficient for 
input (x). Where e is the base of the natural logarithm 

(about 2.718) a and b are the model's parameters and y is 

the probability of a 1 (the proportion of 1s, the mean of 

Y). When X is zero, the e value produces y and the b 

weight determines how rapidly the probability changes 

with a unit change in X.  

Multinominal Naive Bayes: The effect of features is 

evaluated using naïve Bayes performance. Use Monte 

Carlo simulations to perform a systematic analysis of the 

categorization accuracy for different classes of randomly 

produced issues. The results reveal the relationship 

between distribution entropy and classification error and 

they also indicate that low-entropy feature distributions 

yield the best performance for naive bayes type models. 

Surprisingly, it shows that naive bayes works effectively 

when some feature dependencies are almost functional. It 

performs best in two different scenarios: Totally 

independent qualities (as expected) and functionally 

dependent features (unexpected). Remarkably, class-

conditional mutual information across features indicates 

the degree of feature dependencies, yet naive Bayes's 

accuracy does not correlate with it. A more accurate 

measure of Naive Bayes accuracy is the amount of class 

information lost due to the independence assumption 

(Kulkarni and Sinha, 2013). 

Based on the prior probabilities P(c), P(x), and P(x|c), 

Bayes' theorem provides a method for calculating the 

posterior probability, P(c|x). Under the premise that the 

influence of a predictor's (x) value on a given class (c) is 

independent of other predictors' values, the Naive Bayes 

classifier functions. The term "class conditional 

independence" is frequently used to describe this premise: 

 

𝑃(𝑐|𝑥) =  
𝑃(𝑥|𝑐)𝑃(𝑐)

𝑃(𝑥)
 (2) 
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𝑃(𝑐|𝑋) = 𝑃(𝑥1|𝑐) × 𝑃(𝑥2|𝑐) × … × 𝑃(𝑥𝑛|𝑐) × 𝑃(𝑐) (3) 

 

 Equations 2-3 describe that the posterior probability 
of class (target) given predictor (attribute) is represented 

by "P(c|x)." The prior probability of the class is "P(c)." 

The likelihood, or probability of the predictor given class, 

is expressed as "P(x|c)." The predictor's prior probability 

is denoted by "P(x)." 

Random forest: Data mining is one area where random 

forest, an ensemble supervised machine learning 

technique, is used. Random Forest has the potential to be 

a top classifier in the future, with performance on par with 

ensemble methods like bagging and boosting. This study 

details the taxonomy built inside this framework for the 

random forest classifier. Furthermore, generate a 

comparative diagram comparing different random forest 

classifiers according to relevant parameters. Dynamically 

pruning a forest and finding the ideal subset of the forest 

can lead to improvements in performance. Moreover, 

semi-supervised learning and the domains of imbalanced 

data classification and stream data present chances for 

innovation. Building on these discoveries, the paper's 

conclusion makes numerous recommendations for 

future random forest classifier research (Chen et al., 

2022a; Jalal et al., 2022; Tan et al., 2022). 

Term Frequency-Invert Document Frequency (TF-IDF): 

To calculate the relevance measure of a word in the 

series to the text. The frequency of a word is proportional 

to the total count of words that appear in the text. The 

IDF can be defined as the total count of documents in the 

dataset with distinct frequencies. Words in a document 

corpus are evaluated for possible query appropriateness 

using Term Frequency-Inverse Document Frequency 

(TF-IDF). As the name implies, TF-IDF calculates 
values for every word in a document by squaring the 

frequency of the word in that particular document 

against the proportion of documents that contain the 

word. Words with high TF-IDF values strongly correlate 

with the document they appear in: 

 

𝑡𝑓(𝑡, 𝑑) =
𝑛(𝑡,𝑑)

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑒𝑟𝑚𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡
 (4) 

 

Equation 4 describes the most common Term 
Frequency (TF). The numerator, n, represents the number 

of times the phrase "t" appears in the document "d." It 

measures how frequently a term, t, appears in a document, 

d. Every document and word would, therefore, have a 

unique TF value. 

Word2Vec: Using distributed numerical 

representations of words' features, Word2Vec creates 

vectors to represent words. These characteristics include 

words that express the subtleties of context that certain 

words in the lexicon have. Because of the vectors they 

generate, word embeddings ultimately play a critical part 

in forming the semantic linkages between a word and 

others with comparable meanings. It is a widely preferred 

NLP method that allows word representation in the form 
of word vectors. It helps to observe the semantic 

relationships among the words present in the vector by 

mapping the words to the multi-dimensional vectors. The 

Word2Vec works on the principle that similar meanings 

should be represented in a similar vector format. 

The Architecture of ABNAM  

Figure 2 the architecture consists of multiple processes, 

beginning with the data cleaning technique, which consists 

of two stages. The first stage removes special characters, 
names, sentences with less than 5 keywords, extra spaces, 

stop words, numbers, emojis, URLs, duplicate sentences, 

and company names. At the same layer, the next stage 

performs lemmatization, lowercase on words, spelling 

correction, rate word removal, tokenization, case 

normalization, performing stemming, word standardizing, 

removing Unicode, typo correction, and removing 

emoticons. The next step is to apply the TF-IDF, N-gram, 

and matrix formation for the preprocessed data. The final 

stage of the work takes the processed word embeddings as 

input, performs the data with a Convolutional Neural 
Network (CNN), followed by the attention layer, merging 

the layers, and finally, the output layer that defines the 

class for the input sentence (Chen et al., 2022c; Ayetiran, 

2022; Cruz et al., 2014). 
 

 
 
Fig. 2: Architecture of ABNAM model 
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 The unprocessed data is gathered from various e-

commerce websites, including those for restaurants, 

clothing companies, cosmetics and beauty products, home 

goods, and retail establishments like Nykaa and Amazon.  

The stage before text data is processed. In this stage, 

various text cleaning techniques are used, including 

stemming and lemmatization to break down words into 

their simplest forms, the elimination of uncommon words, 

the removal of Unicode and emoticons, the conversion of 

words to lowercase, the correction of spelling errors, the use 

of case normalization and word standardization and the 

correction of keyword typos. Following preprocessing, word 

vectorization becomes the main focus, which turns the text 

into word embeddings. The Aspect Based Neural 

Attention (ABNAM) Model was developed using word 

embeddings. The significance of cleaning and converting 

the text data is emphasized in this paragraph in order to 

ensure that words are accurately represented in the 

ensuing modeling procedure. 

The Aspect Based Neural Attention Model (ABNAM) 

uses word embeddings as input. A group of keywords 

within the model called "aspects" is created using the 

word embeddings. On the basis of their relatedness, these 

elements are then grouped into clusters. The weights of 

each keyword within each cluster serve as a representation 

of that keyword. With each cluster belonging to a 

different category, attention is centered on forming 

discrete clusters of aspects. With the use of this 

method, the keywords in the ABNAM model can be 

efficiently represented and organized, leading to 

improved text data interpretation and categorization 

(Brody and Elhadad, 2010; Ahmed et al., 2022; Xia and 

Chen, 2022; Zhang et al., 2022; Chen et al., 2022b). 

ABNAM Model 

A set of aspect embeddings' intended purpose. 

According to this explanation, each vocabulary word can 

be connected to a feature vector by using the words that 

are closest to it in the embedding space. In a word 

embedding matrix, these feature word vectors stand in for 

the text rows. While fewer aspects have been defined than 

the total vocabulary, both words and aspects are contained 

in the same area. A neural attention mechanism is used to 

filter the vocabulary's aspect text words and these words 

have a strong relationship with the aspect embeddings. 

With the help of this method, text data may be effectively 

analyzed and understood because aspects can be 

represented in the embedding space. 

The aspect-based neural attention layer. The layer lists 

the word indexes in a review sentence and seeks to 

produce a sentence embedding by applying weighted 

word embeddings. After that, non-aspect words are given 

less weight and eliminated from the sentence embedding 

using an attention strategy. The sentence embedding is 

rebuilt by mixing aspect embeddings from a collection of 

aspect embeddings. The Aspect-Based Neural Attention 

Model (ABNAM) seeks to moderately modify the 

sentence embeddings of filtered sentences while retaining 

the majority of the data of aspect words. This strategy 

helps the model to concentrate on the important elements and 

enhance the representation of the input sentences (Hu and 

Liu, 2004; Ameer et al., 2023; Wu, 2023; He et al., 2018; 

Muennighoff et al., 2022). 

Here, T is an aspect embedding matrix, Rs is filtered 

reconstructions and Pt is a weight vector calculated using 

softmax; for the values of k, k is smaller than V and can be 

defined as no of aspects. 

Figure 3 introduces this section's Aspect-Based Neural 

Attention Model (ABNAM) paradigm. The main goal is 

to obtain a collection of aspect embeddings, which can all 

be understood by looking at the words that are closest to 

the set (i.e., representative words) in the embedding space. 

To start this procedure, assign a feature vector "ew" in Rd 

to every word "w" in the vocabulary. Since word 

embeddings are specifically made to map frequently 

occurring words in a context to proximal places in the 

embedding space, using them for these feature vectors is 

essential. The vocabulary size "V" is represented by the 

feature vectors associated with the words, which 

correspond to the rows of a word embedding matrix "E" 

in "RV × d." Aim to create embeddings for elements with 

embedding spaces similar to those of words. 

An aspect embedding matrix "T" in "RK × d" is 

required to achieve this, where "K" is the number of 

declared aspects, a value much less than "V," the 

vocabulary size. An attention mechanism that sifts 

through the aspect words aids in selecting these aspect 

embeddings, which are used to approximate the aspect 

words in the vocabulary. The Aspect-Based Neural 

Attention Model (ABNAM) uses two consecutive 

processes, in Fig. 3, for each input sample, which is 
effectively a list of word indexes within a review phrase. 

Using an attention mechanism, non-aspect words are 

filtered away by giving them lower weights. As a result, a 

sentence embedding called "zs" is produced using these 

weighted word embeddings. Next, try to rebuild this 

sentence embedding by expressing it as a linear 

combination of aspect embeddings from matrix "T." 

Dimension reduction and reconstruction are involved in 

this process, where ABAE attempts to convert sentence 

embeddings of the filtered sentences ("zs") into their 

reconstructions ("rs") with the least amount of distortion. 

This strategy seeks to maintain a significant quantity of data 
on the aspect words present in the "K" embedded aspects.  



Nagendra N and Chandra J / Journal of Computer Science 2024, 20 (5): 535.547 

DOI: 10.3844/jcssp.2024.535.547 

 

544 

 

 
Fig. 3: ABNAM model 

 

Results and Discussion 

The result Table 1 highlights the excellent level of 

accuracy reached by the Aspect-Based Neural 

Attention Model (ABNAM) when used in conjunction 

with TF-IDF and N-Gram techniques. In 16 different 

categories, including price, staff, atmosphere, food, 

beauty products, Restaurant, makeup, food price, home 

improvements, clothing, personal care, health and 

wellness, skin, perfume, home goods, and hair, the 

model had an accuracy rate of 97%. The accuracy of 

ABNAM was compared to that of other well-known 

models, such as support vector machines, random 

forests, logistic regression, and Naive Bayes 

classifiers. The research results demonstrated that 

ABNAM with word2vec achieved 92% accuracy 

compared to Multinominal Naive Bayes classifiers. 

Using an ensemble technique by ABNAM with 

word2vec falls under the machine-learning realm. The 

ABNAM model demonstrated effective efficiency in 

sentence classification overall. 

For the comparative analysis, we have performed the 

F1-score, Area Under the Curve (AUC), and Receiver 

Operating Characteristic curve (ROC) analysis for each of 

the 16 classes. The resulting graphs for AUC and ROC are 

presented in Fig. 4. 

Figure 5 compares the performance of various 

machine learning models in text classification tasks. 

These models include ABNAM, LSVC, LR, RF, and 

NMB with TF-IDF and N-gram. The comparison also 

involves BERT and GTR-XL models. These models were 

evaluated based on the results from two papers: "Massive 

Text Embedding Benchmark" (MTEB): (Wahba et al., 2022) 

and "A Comparison of SVM against Pre-trained 

Language Models (PLMs) for Text Classification 

tasks." (Datafiniti, 2018) The papers reported an 

accuracy of 86 and 85%, respectively. 

Table 1: Model result comparison 

Method Accuracy in % 

ABNAM + TF-IDF and N-gram 97 

ABNAM + Word2Vec 92 

L-support vector machine (TF-IDF + N-gram) 89 

M- logistic regression (TF-IDF + N-gram) 90 

Random forest (TF-IDF + N-gram) 81 

Multinominal Naïve Bayes (TF-IDF + N-gram) 91 

 

 
 
Fig. 4: Performance Evaluation of ABNAM model 
 

 
 
Fig. 5: Performance evaluation chart ABANM with other ML 

and hybrid models 

 

Conclusion 

Numerous text classification techniques have been 

explored for enhancing text classification accuracy using 

Mutual Information Feature Selection (MIFS-C) and 

Correlation-based Feature Selection (CMFS) approaches, 

which are significantly useful in addressing various 

challenges such as data sparsity and semantic 
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relationships. The implementation of sentiment data and 

multi-dimensional document representation plays an 

important role in NLP, aspect-based classification, and 
accuracy enhancement. The Aspect-Based Neural 

Attention Model (ABNAM) is a powerful aspect 

extraction model. ABNAM is superior to TF-IDF and 

N-gram models combined with ABNAM for capturing word 

co-occurrence patterns and overcoming data sparsity 

problems in review datasets. Compared to earlier techniques, 

experimental findings indicate that ABNAM effectively 

learns and collects more quality traits and review elements. 

To extract aspects, the authors advise employing 

unsupervised neural networks. In some situations, ABNAM 

might be used as an alternative to other approaches because 
of its straightforward and scalable architecture. Overall, 

ABNAM is an easy-to-use and robust method for aspect 

extraction in text analysis. 
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