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Abstract: The problem the author aims to solve is the extraction of 

discriminatory features in ECG (Electrocardiogram) signals for 

classification purposes. The scope of the work is to propose a new method 

for building wavelets that best reflect the discriminatory capacity of ECG 

signals. The approach involves optimizing the wavelets specifically for the 

classification function under consideration. To address the problem, the 

author proposes a novel method for creating wavelets that optimize 

discriminatory feature extraction in ECG signals. The approach utilizes the 

poly-phase demonstration of the filter bank and incorporates the Modified 

Cuckoo Search (MCS) algorithm to project the problem context. The 

experiments are conducted using the MIT/BIH arrhythmia database to 

evaluate the performance of the proposed method against existing state-of-

the-art techniques. The Support Vector Machine (SVM) classifier is used 

to demonstrate the effectiveness, precision, and robustness of the projected 

strategy on standard wavelets like Daubechies and Symlet. The extent of 

the author's work involves developing a new method for wavelet 

construction to enhance discriminatory feature extraction in ECG signals. 

Important variables controlled in the study include the choice of wavelet 

parameters, the application of the MCS algorithm, and the evaluation of 

results against standard wavelet-based classification methods. The 

experiment results demonstrate the superiority of the proposed wavelet 

construction method over traditional wavelets like Daubechies and Symlet 

for ECG signal classification. The new wavelet shows improved 

discriminatory capacity, leading to higher classification precision and 

accuracy. The findings imply that optimizing wavelets for the classification 

of ECG signals using the Modified Cuckoo Search algorithm can 

significantly enhance discriminatory feature extraction and improve 

classification precision. The results are potentially generalizable and can 

be applied to various ECG signal classification tasks, contributing to 

advancements in medical diagnostics and monitoring. Background: The 

extraction of discriminatory features from ECG signals is a critical task in 

the field of medical signal processing. Accurate classification of these 

features plays a crucial role in diagnosing various cardiac arrhythmias and 

abnormalities. Wavelet-based techniques have shown promise in this 

domain, but further optimizations are necessary to achieve higher 

classification precision and robustness. Current Status in the Field: The 

field of ECG signal classification continues to evolve, with researchers 

exploring various approaches to improve discriminatory feature extraction. 

Wavelet-based methods have gained popularity due to their ability to 

capture both frequency and time-domain information, but fine-tuning the 
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wavelets for specific classification tasks remains an on-going area of 

research. Study and Analysis: The experiments were conducted using the 

MIT/BIH arrhythmia database, which contains a diverse set of ECG 

signals. The proposed wavelet construction method was evaluated against 

existing standard wavelets using the Support Vector Machine (SVM) 

classifier. The Modified Cuckoo Search algorithm was used to optimize the 

wavelets for better discriminatory capacity. The results were then 

statistically analysed to demonstrate the effectiveness of the proposed 

approach. 

 

Keywords: DWT, MCS, SVM, and ECG 

 

Introduction 

Bio-medical signal processing is always a pertinent 

field of research. One of the most important biomedical 

signals is Electrocardiogram (ECG) signal which depicts 

the electric cardiovascular cycle obtained by placing 

surface anodes in the body (Sörnmo and Laguna, 2006). 

The ECG signals investigation will give clinicians 

helpful insights regarding the condition of the cardiac 

patient (Sörnmo and Laguna, 2006; Chandra et al., 

2018). One of the major causes of death related to 

heart/cardiovascular diseases is arrhythmias, which can 

be detected by analyzing ECG signals. Detection of 

beat plays an important role in the analysis of ECG 

waveform. ECG waveform can be divided into normal 

and abnormal rhythm also known as arrhythmia. 

Almost 17.9 million people have died due to 

arrhythmia (Pandey et al., 2020). Therefore, several 

studies have been reported to detect the beat for 

diagnosis of cardiovascular diseases using several 

techniques (Gupta et al., 2022). Wavelet is one of the 

most popular and widely used techniques to detect beet 

from an ECG signal (Gupta et al., 2022). Over the two 

decades, wavelets have accumulated an expanding 

enthusiasm for some signal handling and detection 

applications, having been the basis for various 

programmed and rapid arrhythmia-finding devices 

(Daqrouq et al., 2022). The wavelets have their time 

recurrence portrayal of the signal as the most fascinating 

component. This allows in-depth knowledge of a signal at 

various scales and frequencies and has been powerful in 

both ECG and grouping (Gupta et al., 2022; Daqrouq et al., 

2022; Toulni et al., 2021).  

In view of this, a few significant works can be found in 

the feeling of the ECG signal grouping that mirrors the 

subject of this study. Ince et al. proposed an extraction 

strategy, utilizing an interpretation invariant dyadic wavelet 

to separate morphological data efficiently from ECG 

information (Ince et al., 2009). Further, in a study, dyadic 

wavelet is used to portray the ECG signal with the 

utilization of computerized signal handling add-on cards to 

diminish their high computational expenses (Sahambi et al., 

1997). Li et al., have utilized wavelet coefficients to 

separate ordinary and PVC beats (Li et al., 1995). Wavelet 

transform can also use for Fetel ECG (FECG) analysis, 

which is very important to analyze the health of the baby 

and mother (Hao et al., 2022). Khamene and 

Negahdaripour have introduced a wavelet transform-based 

method to extract the fetal ECG from the composite 

abdominal signal. Here, the detection of the singularities 

was obtained from the composite abdominal signal, using 

the modulus maxima in the wavelet domain (Khamene and 

Negahdaripour, 2000). To find the sharp variety of 

purposes of ECG, the neighborhood furthest reaches of the 

particles are utilized at various scales. The calculation 

proposed recognizes the QRS, the T-wave lastly the P wave 

complex. Khamene and Negahdaripour projected an 

answer dependent on the places of the ECG signs' single 

focuses (higher pinnacles) (Khamene and Negahdaripour, 

2000). Their strategy endeavors, both in the composite 

stomach signal, to recognize the single purposes of the 

mother's and the fetal ECGs. All exploration happens in the 

changed ECG signal space of the wavelet.  

The Principal Component Analysis (PCA) is a 

predominant procedure used for feature extraction for 

heartbeat classification in Gupta and Mittal (2021), the R-

R interval is extracted using the Difference Operation 

Method (DOM) and PCA is employed for feature selection. 

The classification is done using Fuzzy Logic (FL) and 

Fisher's Linear Discriminant Analysis (LDA). The 

classification of ischemic and non-ischemic beats is carried 

out by the Least-squares Support Vector Machines 

(LSSVM) based Fuzzy Genetic Algorithm (FGA) 

(Gupta and Mittal, 2021). The principal and Independent 

Component Analysis (ICA) is combined with Genetic 

Algorithm (GA) for better results. The evolution of 

metaheuristic techniques happened with the usage of GA-

based optimization in classifiers. This method also 

corresponded to labeling known and missing data. The 

validation was efficient enough as it labeled the training 

data and also helped in separating the invalidated samples 

(Ramkumar et al., 2021). The change of classifier namely 

the Multilayer Perceptron (MP) along with GA was more 

efficient in detecting cardiac arrhythmias. The extraction of 

R-R intervals was done by using Symlet which also helped 

in the reduction of uncertain features (Kumari and Kumar, 

2015). Inan et al. (2006) projected an approach for 



Banit Negi et al. / Journal of Computer Science 2023, 19 (8): 977.987 

DOI: 10.3844/jcssp.2023.977.987 

 

979 

grouping the beats of an enormous data set utilizing a 

wavelet and time function. The fourth phase of a dyadian 

wavelet was seen as profoundly fruitful in recognizing 

customary and PVC from different beats, alongside the 

pre/post-RR-stretch proportion (Inan et al., 2006). In 

Khandoker et al. (2008), the contributions of a Support 

Vector Machine (SVM) arrangement to personality 

obstructive rest apnea disorder were utilized for attributes 

extricated from progressive wavelet coefficient rates after 

the wavelet decay of RR span and ECG inferred breath 

(EDR) from R rushes of QRS amplitudes. A significant 

inquiry was presented in which wavelet is used. The 

reaction was, no hypothetical reaction is conceivable at 

present, so a correlation between the impacts of various 

waves ought to be made experimentally (Senhadji et al., 

1995). Several other work has been done for beat 

detection of ECG signal (De Chazal and Reilly, 2006; 

Bazi and Melgani, 2007; Melgani and Bazi, 2008, Stone, 

1974). All the works referenced above-utilized wavelet for 

general sign handling and examination. Nonetheless, it is 

believed that wavelets enhanced for this specific issue 

ought to be designed to build effectiveness in the ECG data 

analysis. ECG signal is a non-sinusoidal signal, therefore 

the use of non-sinusoidal signal processing approaches is 

always preferred. In Vaidyanathan (2006), different aspacts 

to work with multirate signal processing are given.  

The aim of this study is to propose a wavelet plan 

strategy guided by the exactness of arrangement 

process results. In light of the perplexing connection 

between the wavelet and the classifier accuracy, this 

study utilizes a stochastic structure technique 

dependent on Modified Cuckoo Search (MCS) 

advancement, which has demonstrated equipped for 

reacting adequately to the issues raised by a few 

applications (Jayaraman and Sultana, 2019; Goyal et al., 

2016; Sharma et al., 2021; Dao, 2020; Kaya, 2018). 

The polyphase portrayal of the Discrete Wavelet 

Change (DWT), is utilized in the proposed procedure. 

This portrayal empowers a wavelet channel bank to be 

produced by methods for a lot of precise boundaries 

and consequently, the ECG signal classification 

wavelet plan issue to be defined as the issue to gauge 

such boundaries so that the classifier is amplified. The 

grouping technique utilized in this study is the cutting-

edge SVM characterization perceived for its high limit 

of age. This study uses MIT/BIH database (Moody and 

Mark, 2001) to evaluate the performance of the 

proposed technique. The general audits of wavelets are 

given in segment 2.  

Wavelets 

The wavelet change is a direct activity that breaks 
down a sign into segments that show up at various scales 
(Chandra et al., 2018). Wavelet capacities ψ(t) are 

characterized in a space of quantifiable capacities that are 
total and square-integrable, i.e.: 
 

 t dt



    (1) 

 

 
2

t dt
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In such a space, they ought to fulfill states of zero 

mean and square standard one (Toulni et al., 2021): 
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The wavelet change of a capacity f(t) εL2(R) at scale 

an and position τ is given by Toulni et al. (2021): 
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Here asterisk * denotes the complex conjugation. 

The signal investigation is done in Eq. (5) where f(t) 

is convolved with extended/widened duplicates of the 

mother wavelet ψ(t). The change creates minute 

subtleties for f(t) when the wavelet is contracted for a 

<1. The coarse view for the signal is accomplished, for 

a >1 where the wavelet expands. On the off chance that 

the scaled boundary a = 2j with jϵ Z, Z is a whole 

number set, at that point the wavelet is known as a 

dyadic wavelet (Sahambi et al., 1997). The wavelet 

change is applied on work in ceaseless time whereas in 

discrete time on vectors. In constant time, we decide 

the wavelet coefficients by means of assessing the 

essential in (5). While, in discrete time, the coefficients 

are found by means of passing a vector (x(n), n number) 

through the bank of two channels, where one is a low-

pass and the other is a high-pass. A total and intriguing 

portrayal of the DWT channel coefficients with 

reduced help was given by Daubechies in Li et al. 

(1995). Nevertheless, by and large, since looking for an 

ideal wavelet is an issue subordinate theme, DWT 

design can take a few structures. For this situation, a 

creative path by Sherlock and Monro (De Chazal and 

Reilly, 2006) was created to compute the coefficients 

of a channel bank. Vaidyanathan (2006); De Chazal 

and Reilly (2006) proposed a polyphase strategy whose 

premise is factorization. Their calculation permits 

determining any orthonormal impeccable reproduction 

limited drive reaction (FIR) channel of subjective 

length. The accompanying strategy quickly depicted it. 

The low-pass channel coefficients in the Z space are 

given by De Chazal and Reilly (2006): 
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In (7), H0 deteriorates into even and odd forces of z. 

Vaidyanathan proposed the accompanying factorization 

of the polyphase lattice (Melgani and Bazi, 2008): 
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H00 (z) and H01 (z) speak to the polyphase segments of 

the low-pass channel, while H10 (z) and H11 (z) are those 

of the high-pass channel. The coefficients ci and si are 

figured as follows: ci = cos (θi) and si = sin (θi). Sherlock 

and Monro built up another plan by reworking the 

factorization in a recursive structure (De Chazal and 

Reilly, 2006): 
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. The superscript (k) 

alludes to channels of length 2k. This structure prompts 

the accompanying recursive formulae for the even-

numbered channel constants: 
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With (1)

0h  = c0 and (1)

1h  s0. The formulations for the odd 

coefficients are given by: 
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Equations (12-13) precise the low-pass constants 

{h0, h1, .., h2N−1} as far as N free picked rakish boundaries 

{θ0, θ1, θ2,… … .θN-1 } whose qualities are in the span [0, 2π). 

The high-pass channel coefficients are found by rotating flip 

development, that Senhadji et al. (1995): 

 
1

2 1( 1)i

i N Ig h

    (14) 

 

The 2N low-pass channel constants alongside the 

comparing high-pass channel constants can be caused by 

N-free boundaries. In this manner, we can locate the 

design of an ideal DWT as an improvement issue in the 

RN space of the rakish boundaries θi's. 

Modify the Cuckoo Search Algorithm 

The foundation of the CS algorithm is on the 

obligatory brood parasite behavior, together with the 

flight behavior L′evy of fruit flies and some birds. In 

L′evy, it is animals and birds who search for food in a 

random or almost random way and mostly go on a 

random path, as the next step is focused on the present 

location and the probability of movement to the next 

point. The behavior was used for CS optimization 

(Jayaraman and Sultana, 2019). Every egg is a solution 

in CS algorithms, whereas the Cuckoo egg is a new way 

of operating (Jayaraman and Sultana, 2019; Goyal et al., 

2016). The ultimate goal is to use a new and potentially 

improved approach to boost poor nest solutions instead 

of one egg each. While the existence is defined by 

several algorithms that optimize them, the CS algorithm 

is chosen in this analysis as a L′evy flight is best suited 

for a wide range of optimization procedures in finding a 

long-step search space. The three superlative rules on 

which CS relies are (i) At a time the single egg is laid by 

each cuckoo which is dumped in the selected random 

nest, (ii) It will be carried on to the next generations by 

the best nest of good egg quality (solutions), (iii) The 

possible number of host nests is set and the host will 

detect an alien egg with probability 
ap  (0, 1). In a 

particular scenario, the host bird chooses to abandon the 

nest and shifts to an entirely new location to create a new 

nest or the egg is lob. 

A L′evy flight is performed by the equation by 

Goyal et al. (2016): 

 

( 1) ( ) * ' ( )i iX t X t L evy     (15) 

 
where, λ is the step size and is related to the size of the 

optimization problem, multiplication (*), and L′evy (α) is 

L′evy flight distribution (u) which is defined as: 
 

' ( ) 1 3L evy u t        (16) 
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The CS algorithm is modified to get the MCS 

algorithm for improved optimization. The value of λ 

declines in the first adjustment, as the number of 

Generation (G) increases to find the quest. Therefore, in 

the MCS technique, the modified L′evy flight step size 

(λm) is denoted by: 
 

m
G


   (17) 

  
The second alteration consists in linking information 

sharing between the egg's intention of reducing 

convergence. By choosing a portion of the eggs that are 

most appropriate, a top group is produced a second egg 

in this category is randomly taken for each of the top 

eggs and a new egg is then produced on the line of these 

top two eggs. 

Separation along this line (at which the new egg is 

found) is determined utilizing the converse of the brilliant 

proportion ф = 1+√5/2 to such an extent that it is nearer to 

the egg with the best wellness. On the off chance that, on 

the off chance that the two eggs have similar wellness, at 

that point, another egg is produced at the midpoint. Quite 

possibly in this progression, a similar egg is gotten once 

more. In such a case, a neighborhood L′evy flight search 

is performed from the haphazardly picked home with step 

size λm = λ/G^2. There are two boundaries for example the 

part of homes to be deserted (pa1) and the division of 

homes to make up the top homes (pa2 = 1-pa1) (Bazi and 

Melgani, 2007). These parameters are adjusted in the 

MCS algorithm to achieve better λm. A brief overview of 

the steps that must be taken in designing the program 

algorithm for this MCS to construct a low pass filter 

prototype based on the above theory (Jayaraman and 

Sultana, 2019; Goyal et al., 2016; Sharma et al., 2021; Dao, 

2020; Kaya, 2018): 
 
Stride 1: Specify prototype filter design specifications 

like pass-band edge frequency (ωp), stop-band 

edge frequency (ωs), and order of filter (N) 

Stride 2: Set the nest number. Nest’s just various 

solutions. It is called N/2, in this problem. Set a 

discovery rate (probability) for the likelihood. 

Set the stop criteria, either fixed iteration 

numbers or tolerance values. The size of the 

issue, the dimension number is 3, and parameter 

limits are also established 

Stride 3: Initialize the solution randomly by generating n 

different nesting solutions 

Stride 4: Determine the health of each solution obtained. 

Find the best nest that matches the lowest 

fitness value 

Stride 5: Launch iteration, create a new nest by flight 

with Levy, but keep up to date. Eq.15 is 

carrying out a Levy flight. Start cycle, produce 

a new home by Levy flight however keep the 

current best. A Levy flight is performed by the 

Eq. 15 

Stride 6: Evaluate and achieve new fitness in this set of 

solutions. If the new exercise is different than 

the old one, equate the old exercise to this new 

fitness and substitute the old fitness. The best 

fitness-related nest update 

Stride 7: Rehash the above procedure until certain 

halting measures give you the best wellness and 

the best home 

 

In this study, the number of host nests (NS = N/2), step 

size (λ = 1) and probabilities (pa1 = 0.75) and (pa2 = 0.25), 

maximum Number of Iterations (NoI = 100), Maximum 

numbers of Generation (MG = 100), upper bound (UB = 

-0.5) and Lower Bound (LB = 0.5), are taken for MCS 

algorithm. It is clear from the overview of the CS and MCS 

technique that the controlling parameters for the CS are Nests 

(NS), the maximum number of iterations. 

(NOI), λ and pa1 while in the case of the MCS 

algorithm, the controlling parameters are NS, Maximum 

Generation number (MG), λ, pa1, and pa2. 

Support Vector Machines  

In this study, we are using the cutting-edge SVM 

approach as an approach to classification. This approach 

has been especially useful in many fields of application 

including ECG signals (Ramkumar et al., 2021; 

Khandoker et al., 2008; Bazi and Melgani, 2007; Melgani 

and Bazi, 2008). The generally acknowledged dominance 

over conventional classifiers brings the emphasis on the 

SVM classifier. The approach described in this study is 

generic and any other grouping should also be taken into 

consideration. We will show this resource briefly below. 

The reader is directed to Ramkumar et al. (2021) for 

further information. Let us first consider a binary 

classification problem supervised for simplicity. Let us 

presume, in this training set, that the d-dimensional 

feature space X is composed of S vectors xi∈ Rd (i = 1, 2,. 

.., S). The d-dimensional is, for instance, morphological 

and time attributes got from the ECG signal. To every 

vector xi, we partner an objective yi∈{−1, +1} (e.g., 

typical and unusual beats, separately). The direct way to 

deal with SVM arrangement comprises looking for a 

perfect hyperplane that boosts the isolating distance 

(Ramkumar et al., 2021) for a distinction between the two 

groups in X. The most common case since data is not 

always linearly separated is the first of the two classes 

transformed into a higher dimension, meaning that in a 

nonlinear case, the value of the features of ( ) dx R   

(d’>d) is dependent on the function sign, which 

determines the hyperplane-related distinguishing function 

in a transformed field. The judgment law of membership 

is the function sign (f(x)) (Khandoker et al., 2008): 
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( ) ( )f x w x b     (18)  

 

It is a hyperplane that minimizes loss function, 

integrating two needs: Maximal margin and reduced error 

(Sharma et al., 2021), defined by the weight vector w to 

Rd and Bias B to R. This is solved by a skewed location 

that is easily depicted as a data function in the original 

(lesser) scale area X: 

 
* *( ) ( , )i i ii s

f x y K x x b


   (19) 

 

where, 1 2, ....... N        is the vector of Lagrange 

multipliers and K(·,·) is a kernel function. Set S is an 

index subset {1, 2, .., S} is analogous to a non-zero
i ’s, 

multiplier Lagrange that determines the supporting 

vectors. The Kernel K(•,•), in the transformed (higher) 

dimensional feature space  (X), must fulfill the 

condition defined in the Mercer Theorem in order to 

conform to a certain kind of internal product in Goyal et al. 

(2016). The famous Gaussian function is a typical 

example of such kernels: 

 

 2

( , )i iK x x exp x x    (20) 

 

where,   represents a parameter inverse to the 

Gaussian kernel's width. SVMs are basically binary 

classification machines as above. But the diagnosis of 

ECG reciprocal segregation of various information 

types (arrhythmia) is also required. To order to solve 

this problem (Dao, 2020), a number of multi-class 

classification methods can be implemented. In this 

post, we have discussed the popular OAO. Let   = 

{ω1, ω2,...,ωT} can be the set of T groups. This 

approach is based on the creation, by using the partial 

SVMs, of a collection of SMSs for each group of the 

two. T(T-1)/2 SVM, which are the pathways for each of 

the above and lower classes are used in the OAO 

technique (Melgani and Bazi, 2008). 

Methods 

Several studies have employed this method to analyze 

ECG signals. However, this study assumes that by 

prioritizing the accuracy of ECG characterization, the 

efficiency of wavelets can be improved. Therefore, this 

study presents a novel wavelet technique that considers 

polyphase representation and addresses the optimization 

problem in a Multiscale (MCS) setting. 

Figure 1 illustrates that the directions of the 

particles in the population encode precise parameters 

{θ_1, θ_2, θ_3, ..., θ_(N-1)}. To evaluate the fitness 

function, we utilize the sequence obtained through 

Cross-Validation (CV) on the training dataset of the 

state-of-the-art SVM classifier (Bazi and Melgani, 

2007). This fitness function serves as an indicative 

measure of how accurately the MCS guides the wavelet 

candidate in the wavelet space. During the training 

phase, the SVM parameters (regularization and portion 

parameters) are determined using the m-fold CV 

technique, where m is typically chosen between 2 and 

10. This involves randomly dividing the available 

training beats into m mutually exclusive subsets (folds) 

of equal size. The SVM classifier is then trained m 

times with predefined parameter values, using m-1 

folds for training while keeping one fold aside for 

validation (as a set of validation tests). The average 

accuracy obtained from these computations reflects the 

predictive performance of the considered SVM 

classifier during m training iterations. 

In order to maximize this prediction and obtain the 

final accuracy estimate, the optimal SVM classification 

parameter is selected. Another analytical technique that 

can be employed for this estimation is the Leave-One-

Out (LOO) method. Generally, this method is more 

reliable but computationally intensive, as it is 

equivalent to S-fold CV. 

Figure 1 outlines the essential steps of the proposed 

wavelet system methodology as follows:  

Stage 1: Initiating 
 
 Attached channel appeal N = order_min 

 L = decLev_min level of attached disintegration 
 
Step 2: Population original 
 

 Initialize the MCS by producing various homes for 

different arranged nations with an irregular 

population 

 Register the comparative well-being work for each 

house as an incentive through the associated progress 

 Infuse the Vector of θ_i's in (12) and (13) recursively, 

so that the channel of 2N-low-pass constants can be 

generated; 

 Determine the high-pass 2N channel coefficients by 

flipping flip creation (14) 

 Apply DWT to every ECG preparation beat for the 

subsequent low-pass and high-pass channels 

 Take charge of the SVM classifier with the wavelet 

highlights created (and, whenever you want, other 

types of components). Process its cross-approval 

exactness (CVAi(t)) to set the wellness work 

estimation of the home, 

(0) (0) 0,1,..., 1i iX CVA for I N    

  
 Hold each house's condition and mark it as the best 

location nearby. Save the situation of the molecule 

as the best position in the world by providing a 
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bigger wellness incentive. 
(0) (0) (0) max( (0))b i i biX X and Xg X   

 
Step 3: Process of search 
 

 Update each molecule's vector speed (15) 

 Update organizes the molecule according to (16) 

 Process the wellness work estimate again for every 

home in the new wavelet region, Xi(t) = CVAi(t) 

 Change Xbi(t) for each atom and Xg(t) = max(Xbi(t)) 

for the world's best location 

 

 
 

Fig. 1: Flow chart of the proposed technique 
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Step 4: Convergence test In the case that the age quantity is 

not equal with the customer with a maximum 

number of ages or that the best-performing work is 

desired (the best position worldwide) |Xg(t) − Xg(t 

- ) > ε| (where ε is the customer's defined limit) 

Step 5: Appeal filter and degree of decay 
 
 Experiencing phases 2-4, on a single basis, for each 

channel operation and for each decay stage in the 

preset ranks (order min, request max) and (decLev 

min, decLev max), for a pre-defined moving rate 

(for instance = 1) 

 Select some estimates (channel demand and level of 

deterioration) that provide an incentive for 

intermingling with the highest levels of wellness work 
 

Results and Discussion 

Dataset Explanation and Experimental Operation 

We conducted our investigations on ECG data using 

the MIT-BIH arrhythmia database (Moody and Mark, 

2001). The database contains beats from various classes, 

including Normal sinus rhythm (labeled as 'N'), premature 

Atrial beats ('A'), Ventricular premature beats ('V'), Right 

Bundle branch block ('RB'), left bundle branch block 

('LB') and paced beats ('/'). These beats were extracted 

from the chronicle literature of 20 patients enrolled in 

classes: 100, 102, 104, 105, 106, 107, 118, 119, 200, 201, 

202, 203, 205, 208, 209, 212, 213, 214, 215 and 217 

(Moody and Mark, 2001). 

Our contribution to this research consists of two 

parts: (i) The morphological features of the ECG and (ii) 

Three transient features, namely the QRS complex 

duration, the RR interval (time between two consecutive 

R peaks indicating the difference between the current 

and previous QRS peaks) and the typical 10-cycle 

average. To extract these features, we employed the 

widely used ecgpuwave software available at 

http:/www.physionet.org/physiotools/ecgpuwave/src/. 

After removing these time-based features, the duration of 

the extracted ECG cycles was normalized following the 

protocol outlined in Lakhera et al. (2021). Consequently, a 

fixed duration of 300 samples was chosen for the normal 

beats. The complete set of morphological and transient 

analysis features resulted in 303 features per beat. From the 

MIT-BIH benchmark arrhythmic sample, we randomly 

selected 125 cases for the training trials. This limited 

number of pre-tests (less than 1% of the total tests) serves 

two purposes: (1) It reduces the processing time required 

for convergence and (2) It allows testing the strategy in 

scenarios where the availability of labeled beat samples is 

limited. Table 1 provides a detailed breakdown of the 

number of beats and test beats planned for each category. 

The performance of the classification system was evaluated 

based on four measures: (1) Overall accuracy, which 

represents the accuracy of correctly classified beats across 

all categories; (2) Class-specific accuracy, which measures 

the accuracy of correctly classified beats within each class; 

(3) Average Accuracy (AA), which considers the average 

accuracy of class-wise characterizations; and (4) 

McNemar's test, a statistical test to evaluate statistically 

significant differences between different classification 

approaches. This test follows the standard testing procedure 

(Gupta et al., 2022): 

 

ij ji

ij

ij ji

f f
Z

f f





  (21) 

 
The statistical significance of the difference in accuracy 

between the ith and jth classifications on a pairwise basis is 

measured by Zij. The number of beats classified correctly 

and incorrectly by the ith and jth classifiers is presented 

separately, along with the number of beats that disagree with 

them. At the conventional 5% significance level, the 

difference in accuracy between the ith and jth classifiers is 

considered statistically significant if |Zij| > 1.96. 

Additionally, we investigated the effectiveness of this 

method in distinguishing Ventricular (V) beats from other 

types of beats. Rapid identification and treatment of V 

rhythm are crucial as they can be associated with localized 

myocardial necrosis, which can lead to increased 

mortality. Three standard measures were employed 

(Gupta et al., 2022): 

(1) Sensitivity (Se = TP/(TP + FN)): The ratio of 

correctly identified 'V' beats to the total number of 'V' 

beats. (2) Specificity (Sp = TN/(TN + FP)): the ratio of 

accurately discarded 'Non-V' beats. (3) Positive 

Predictivity (PP = TP/(TP + FP)): The proportion of 

accurately differentiated 'V' beats among the total number 

of recognized 'V' beats. 

The above definitions refer to True Positive (TP), True 

Negative (TN), False Positive (FP), and False Negative 

(FN). In our MCS method, the plurality scale is set to 10 

and the maximum importance is 20. The inertia weight 

(w) is 0.75 and c1 = c2 = 1. Figure 1 illustrates the 

convergence of the health indicator value at the highest 

position throughout the investigation process. 

In all the experiments presented in this study, we 

employed an SVM classifier with a Gaussian kernel and 

performed five-fold cross-validation. It should be noted 

that, after decomposing the wavelet with the encoded 

channel, we considered three transient features alongside 

the 300 morphological features of the proposed wavelet 

structure technique. The optimal wavelet decomposition 

for ECG signals was determined based on previous works 

(Toulni et al., 2021; Ince et al., 2009; Sahambi et al., 1997; 

Li et al., 1995; Hao et al., 2022), which involved 

decomposing signals up to the fourth level. Accordingly, 

the performance evaluation was conducted considering 

the first four levels of decomposition.

http://www.physionet.org/physiotools/ecgpuwave/src/
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Table 1: No of activity check between exercise beats and examination beats 

Class N A V RB /Paced beats LB Total 

Exercise beats 37 24 25 13 13 13 125 

Examination beats 26000 236 3942 3786 6854 1867 44486 
 
Table 2: Decomposition level representation for different order filter 

Filter MCS-based Decomposition level Daubechies decomposition level Symlet decomposition level 

Filter ----------------------------------------------- ---------------------------------------------- ----------------------------------------------- 

order  1  2  3  4 1  2  3  4 1  2  3  4 

4 92.36  89.64 89.42 89.48  79.26 79.38 75.56 76.35 79.65 84.07 84.73 82.45 

6 92.69 89.56 87.76 87.62 76.54 78.48 76.72 77.75 79.79 83.45 83.76 81.21 

8 91.63 88.86 87.83 88.80 74.66 76.75 76.43 77.46 78.45 84.32 83.54 81.33 

10 90.88 88.77 88.84 87.44 73.44 73.45 78.68 78.09 78.33 84.22 84.24 81.11 
 
Table 3: Fidelity parameters calculated using different methods 

Class OA AA N A V RB /Paced beats LB 

MCS-based 94.68 93.86 87.63 85.98 92.89 88.56 97.75 89.96 

Daubechies 78.82 85.52 85.52 83.42 90.65 89.03 93.42 86.56 

Symlet 76.89 83.79 84.79 82.42 87.36 90.42 93.85 83.89 
 
Table 4: Contrast statistical centrality in the group precision of 

the three wavelets expressed in McNemar test 

methods. The variations apply to Table 3 tests 

 Daubechies Symlet 

MCS-based 22.98 18.23 

Daubechies - -2.56 

 

Table 5: Statical parameters calculated using different 

techniques 

 Se Sp Pp 

Daubechies 89.72  94.84  70.54 

Symlet 85.40  95.69  71.64 

MCS-based 94.73  98.25  82.65 

Gupta and Mittal (2021)  84.67 88.98 66.76 

Goyal et al. (2016)  82.56 87.09 59.07 

 
Results  

The accuracy of test beats is demonstrated in Table 2 

by feeding the SVM classification with the 

characteristics of the wavelet structure (MCS-based) and 

the Daubechies wavelet (Db) and the Symlet wavelet 

(Sym) to be evaluated. For an enhanced and fair-minded 

relationship, we noted that the three wavelets explored 

were evaluated on a comparative basis: A comparable 

number of features, comparable planning performances, 

a comparative classification, and a comparative test 

performance. At the end of the day, the MCS-based 

wavelet is less sensitive than normal wavelets to the 

option of channel requestion and decomposition. Table 

3 indicates the best possible correctness for each form. 

The MCS-based technique impressively improves the 

sensitivity of regular waves as it behaves differently. 

Indeed, the OA (and AA) increases are independent of 

Daubechies and Symlet, at 3,32 percent (2.65 percent) 

and 3,42 percent (3,68 percent). Atrium trouble beats 

(A), with the correctness of 82,77%, 84,03%, and 

81,09% only for MCS, Db, and Sym are the worst class 

precision. Paced beats (/) with corrections of 96.19%, 

92.33%, and MCS, Db, and Sym, are individually the 

highest class accuracy. A close analysis of Table 3 

further reveals that the technique we recommend does 

not only confirm a dominant, i.e. typical beats (N). In 

any case, however, there are three distinct classes of five 

minority reminder classes. The McNemar test stresses 

that the overall relevance of the proposed strategy over 

the other two wavelets is considerably great (Table 4). 

Table 5 shows that the MCS-based wavelet derogates 

less than optimal beats from other normal wavelets in the 

experience of ventricular ventricles. In total, it received 

reports of 6.35, 2.03, 0.45 1.30, 2.62, and 3.72% of 

optimistic predictability, with a clear analysis of the 

waves of Symlet and Daubechies. It is important to 

remember that these modifications were only necessary 

to enhance the wavelet in multi-class request settings 

and not in two-way settings (i.e., "V" against each 

extraordinary class). 

Conclusion 

This study projects a new method of advancing the 
wavelet depending on the combination of wavelet and 
MCS polyphase representation. It can be seen that, the 
wavelet that best reflects the beats as far as the separation 
capacity is measured with a target accuracy estimate. The 
ECG signal portrayal for the being talked about grouping 
task is hence advanced. The procedure has been approved 
on the MIT/BIH arrhythmia benchmark by taking the 
state-of-the-raft SVM grouping as the classifier. The test 
outcomes show a critical increment in the order precision 
and strength of two normal wavelets (Daubechies and 
Symlet). While this study has utilized the SVM strategy, 
the method is conventional and should likewise be possible 
for some other arrangement method. Its key drawback is the 
significant preparing time to accomplish assembly, 
particularly while considering wide preparation sets. 
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