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Abstract: Road scene analysis is a wide domain of research that aims to 

ameliorate the environmental perception in intelligent transportation 

systems, including autonomous vehicles and advanced driver-assistance 

systems. It also plays a crucial role in road safety improvement, by 

contributing to the reduction of traffic accidents' rate. Ensuring an efficient 

recognition of traffic signs contributes enormously to making cars safer, 

which in consequence helps to save more lives on roads. To ensure this 

recognition, many approaches are adopted, especially deep learning ones and 

more specifically convolutional neural networks. In effect, these networks 

have proven their high performances in many fields of computer vision 

research, including traffic sign recognition. However, although their high 

performances, many limitations still face their implementation, especially in 

real-time applications and resource-constrained environments. From this 

perspective, creating a certain balance between the model complexity and the 

classification accuracy, through a computationally efficient network, is the 

main objective of this study. To achieve this goal, a receptive fields 

architecture is adopted to preserve and optimize the connectivity between the 

different units of the network. Based on this architecture, two receptive field 

networks are proposed, with reduced complexity and enhanced 

generalizability. Using two public datasets, the obtained results show that the 

adopted approach ensures high classification accuracies and considerably 

accelerates the inference stage. The obtained accuracy is about 98.49%, using 

the Belgium traffic signs classification dataset, while the inference time is 

less than 500 us per image. 

 

Keywords: Traffic Signs Classification, Receptive Fields Feedforward 

Network, Receptive Fields CNN, Locally Connected Network 

 

Introduction  

Traffic sign recognition is not a new field of research. 

It presents, indeed, a part of a wider domain, which is 

more precisely road scene analysis. In fact, researchers 

have been interested in this domain for more than 30 years 

and the first work realized in this context dates back to the 

1980s (Akatsuka and Imai, 1987) in Japan. After that, 

many approaches have been adopted by researchers to 

ensure this recognition. 

The application fields of traffic sign recognition are 

multiple. These fields of research include among others: 

Road infrastructure maintenance, road heritage inventory, 

road safety improvement, data mapping in geographic 

information systems, the new generation of web 

multimedia tools for 3D navigation, etc. In addition to 

these areas, recently autonomous vehicles, Advanced 

Driver Assistance Systems (ADAS), and self-driving cars 

(Zang et al., 2018) present the main application fields of 

traffic sign recognition. To ensure this recognition, 

multiple approaches are adopted by researchers. 

In this context, we find that Deep Learning approaches 

(DL) are used by many researchers in this field of 

research. However, many challenges still face the 

implementation of this type of approach, especially for 

real-time applications, characterized by high-speed 

mobility and also in low-resources environments, such as 

mobile devices, with limited memory, CPU, battery, etc. 

Furthermore, the training time in addition to the problem 

of overfitting and vanishing gradient, related especially to 

deep architectures, decreases considerably their 

performances. From this perspective, to ensure the 
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efficiency and speed of traffic signs classification, using 

Convolutional Neural Networks (CNNs), the adopted 

approach proposed in our work consist in: 

 

− Finding an optimal DL architecture that optimizes the 

interconnectivity between CNNs’ hidden units 

− Reducing the network complexity to accelerate the 

recognition process through hyperparameter tuning 

− Enhancing the generalization abilities to face local 

minima and overfitting problems 

 

Related Works 

Self-driving vehicles and ADAS systems represent 

one of the main application fields of traffic sign 

recognition. This recognition plays in fact an essential 

role in decreasing the number of road accidents and 

improving traffic and vehicular safety in general.  

The recognition process includes in effect two 

principal stages (detection and classification). The first 

stage consists in detecting the position of potential traffic 

signs in road scene images, while the second one consists 

in classifying the detected Regions of Interest (ROIs) 

within one of the different categories of traffic signs.  

To ensure this recognition, multiple approaches are 

proposed by researchers. These methods are essentially 

based on Machine (ML) and Deep Learning approaches 

(DL). ML techniques usually used are k-Nearest Neighbor 

(k-NN), decision trees, random forest, and Support Vector 

Machines (SVMs) (Aziz and Youssef, 2018). Another 

type of ML based approach uses instead Artificial Neural 

Networks (ANNs).  

In this context, we can mention the work of Vashisht 

and Kumar (2023), based on ANNs for traffic sign 

detection. To ensure efficient recognition under 

challenging conditions, Chi-Squared Feature Selection is 

used with the proposed network. Good results are 

achieved using the public dataset Mapillary.  

In fact, this type of ML method is essentially based on 

the manual extraction of features. These features include 

a Histogram of Oriented Gradient (HOG), like the 

approach adopted by Huang et al. (2016), which uses the 

HOG variant with an Extreme Learning Machine (ELM). 

A combination of HOG, Gabor, and Compound Local 

Binary Pattern (CLBP) is used instead by Aziz and 

Youssef (2018), etc. The main advantage of this type of 

ML method is its simplicity and efficiency (Lim et al., 

2023a). However, their performances are tightly related to 

the quality of the extracted features.  

For this specific reason, many researchers adopt 

instead DL based approaches, to ensure an automatic 

extraction of high-level features from raw input data. 

We find hence that many deep neural networks are 

proposed, in the last decade, to ensure traffic signs 

recognition (Jurišić et al., 2015; Arcos-García et al., 2018; 

Li et al., 2019; Mehta et al., 2019; Zaibi et al., 2021; 

Fang et al., 2022), etc.  

For the detection stage, DL-based approaches can 

be grouped into single and two-stage methods (Yan et al., 

2023). For single stage approaches, they consist in 

directly processing input images, for example, Single 

Shot Multibox Detector (SSD) and You Only Look One 

(YOLO). Concerning two-stage algorithms, they 

consist instead in generating candidate boxes from 

input images, for example, region based neural 

networks, etc. In terms of detection accuracy, the 

second type of approach achieves better performances, 

while one-stage methods are faster and more suitable 

for real-time applications.  

For the classification stage, recent DL approaches are 

essentially based on Convolutional Neural Networks 

(CNNs), Quantum CNNs (QCNNs), Region-based CNNs 

(R-CNNs), and Vision Transformers (ViT).  

From this perspective, the work of Yan et al. (2023) 

is proposed to improve the recognition of traffic signs 

under complex illumination changes. The adopted 

approach consists in quickly locating the ROIs from 

low-level feature maps, affected by these severe 

conditions. The quality of these images is improved 

using an Adaptive Gamma Correction (AGC) for image 

enhancement. For attention mask generation, instead of 

using the difference between two feature maps, the 

Feature Difference attention-based block is proposed to 

detect and recognize traffic signs under complex 

illumination conditions. The adopted approach 

outperforms the other Attention-based modules.  

Another approach is adopted by So and Kim (2022). 

The approach is based on Mask R-CNN for traffic sign 

detection and classification. The network is a combination 

of CNNs, Regions Mask, and Inception-v3. To evaluate 

the performances of the proposed network, images 

obtained by different mapping systems are used and 

grouped into 103 classes of traffic signs. The detection 

accuracy reaches 87.6%, while the classification accuracy 

is about 77.5%.  

An improved YOLOv3 is proposed by Gong et al. 

(2022) for the detection of small traffic signs. The fusion 

of the spatial pyramid pooling structure into the network 

improves the recognition of small signs. The dataset 

Tsinghua-Tencent 100K (TT100K) is used with a K-means 

clustering algorithm. For training purposes, the database 

is expanded to achieve a balance between the different 

classes. The results show that the mean average 

precision of the improved YOLOv3 (77.3%) is higher 

than YOLOv3 (68.9%), while the detection rate is about 

22 and 27 frames per second respectively. The obtained 

results show also that, the best real-time performances 

are achieved by SSD with 42 frames per second, while 

the detection speed of Faster R-CNN is just about two 

frames per second.  
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In the same context, an enhanced YOLOv4 tiny 

network is proposed by Sharma et al. (2023). To eliminate 

the redundancy of low-frequency features and enhance 

computational efficiency, octave convolution is 

incorporated. After that, an Attention module is added, 

where invalid features' weights are eliminated. To 

improve the detection rate, a feature fusion stage is added 

to the structure of the simplified path aggregation 

network. To evaluate the obtained performances, the two 

datasets TT100k and Chinese Traffic Sign Detection 

Benchmark (CCTSDB) are used. In terms of recognition 

accuracy and speed, the enhanced YOLOv4 tiny network 

outperforms the original YOLOv4 tiny and that using 

NVIDIA GeForce RTX1660Ti, 16 GB RAM.  

An approach based on R-CNN and YOLOv5 is 

adopted by Xing et al. (2022a). The method is proposed 

for the recognition of road signs from wild and foggy 

weather, including rainy, hazing, and lightning 

conditions. The preprocessing stage consists in 

eliminating noises through guided image filtering. Three 

datasets are used to test and evaluate the performances of 

the proposed approach (FRIDA, FRIDA2, and FROSI). 

For the training stage, Faster RCNN spent 14 h, against 

11 h for YOLOv5. The experiments are conducted using 

a Core i7-8th CPU with 16 GB of RAM and NVIDIA 

RTX2060 GPU. The results show that YOLOv5 is better 

and faster in recognizing small objects and objects 

characterized by a high mobility speed. In contrast, the 

performances of faster R-CNN become very low when the 

traffic signs are very far from the camera.  

To ensure the recognition and classification of traffic 

signs under severe weather conditions, another approach is 

adopted by Dang et al. (2023). The method is also based on 

YOLO by replacing the Global Context (GC) block and the 

Squeeze-and-Excitation module. Using a collection of data 

from various types, the new network (YOLOv5s+C3GC) 

achieves better performances than YOLOv7, with an 

accuracy of 79.2%, while the obtained accuracy of 

YOLOv7 is about 78%. The enhanced YOLOv5s 

ameliorate the recognition of traffic signs, especially those 

affected by blur and distance.  
A different approach is adopted by Yan et al. (2023). 

A Context and Attention-based Network is used for the 
detection of small and occluded signs. The approach is 
based on the fusion of shallow and deep semantic 
information. After feature extraction and fusion, the signs 
are detected. For the used dataset, 45 categories of road 
signs are selected from the 221 categories of TT100K. 
The network achieves high performances using this 
dataset and in comparison, to RetinaNet, EfficientDet, 
YOLOv5, Faster, and Libra R-CNN.  

With the advances in Quantum Machine Learning, 

recently Quantum Convolutional Neural Networks 

(QCNN) are proposed for traffic sign recognition. In this 

context, we find the work of Cox (2022). By embracing 

Quantum Mechanics' principles, this type of hybrid 

Neural Network encapsulates complex features for 

enhancing traffic sign recognition.  

A quantized or binarized neural network is used by 

Postovan and Erascu (2023). The weights and 

activations of this feedforward network are mainly 

binary and the convolutional layers are binarized (except 

the first one). For hyperparameter tuning, a bottom-up 

approach is adopted to design the architecture, and 

various combinations of different values (kernel size, 

layers number, etc.,) are tested. Adam is used as the 

optimizer. The obtained accuracy on German Traffic 

Signs Recognition Benchmark (GTSRB) is about 

96,45%, using Intel Iris Plus Graphics 650 GPU. For 

Belgium Traffic Signs Classification Dataset (BTSCD), 

the accuracy is 88.17% for the 23 selected classes of 

BTSCD (1818 images).  

An extreme learning approach is adopted by Batool et al. 

(2022). Hence, the improved Extreme Learning 

Network (iELMNet) is proposed for traffic sign 

detection. The method is based on a CNN architecture 

inspired by DenseNet. Using the Challenging and Real 

Environment for Traffic Sign Detection (CURE-TSD), 

TT100K, and German Traffic Signs Detection 

Benchmark (GTSDB), the proposed network 

outperforms state-of-the-art approaches for traffic 

signs detection and with an average precision of 93.31, 

95.22 and 99.45% respectively.  

A different method is adopted by Akshaya et al., (2023) 

for the recognition of circular traffic signs. After the 

preprocessing stage, a shape-based approach using Hough 

Transform is adopted for region detection and 

segmentation, while the identification and classification 

stage is based on Convolutional Neural Networks.  

For the recognition of traffic signs in complex 

environments, including rain, snow, and night conditions, 

a segmentation method is adopted by Zou et al. (2022). 

The proposed approach is based on spatiotemporal 

convolution. Therefore, to improve the recognition speed 

and accuracy, saliency detection with octave convolution 

is used. After the octave convolution, a lightweight and 

efficient spatiotemporal Network is used in addition to the 

octave residual model. The obtained results show that the 

adopted approach is efficient in improving the 

segmentation accuracy in comparison to other methods. 

Ahangi and Möckel (2023) adopt instead a 

Multiexpert CNN-based approach. In their work, several 

experts or deep networks are combined into a decision 

system by averaging their weights. The training of the 

experts is independent and parallel across distributed 

computing. The optimal parameters are chosen using a 

validation set with a 10-fold cross-validation approach. 

These hyperparameters include the regularization, 

dropout, overlap, and epochs number. The total number of 

used parameters is almost 11.2 million (eight times less 
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than the committee of CNNs approach). This gating 

network with switching system, for multi-experts’ 

recognition, achieves a high accuracy of 99.10% using the 

GTSRB dataset.  

Khan et al. (2023), adopt also an approach based on 

CNNs. A preprocessing stage is applied, including 

rescaling (100100), data normalization, and 

augmentation. The developed network includes 

convolutional, pooling, and batch normalization layers, 

in addition to a final classification layer, based on global 

average pooling. The choice of parameters is based on a 

grid search with cross-validation, within a range of 

values, to find the best combination of parameters. 

ReLU is used as the activation function, in addition to 

the Adam optimizer and categorical cross-entropy. The 

proposed network achieves high accuracy with fewer 

parameters, using two datasets. The obtained 

performances reach 98, 41, and 92,06% on GTSRB and 

BTSCD respectively. The total number of used 

parameters is almost 2.63 million parameters. In terms 

of recognition accuracy and speed, the proposed network 

outperforms the performances of GoogleNet, AlexNet, 

VGG16, VGG19, MobileNetv2, and ResNetv2.  

An Ensemble Learning CNN is proposed by Lim et al. 

(2023b). The adopted approach uses three Convolutional 

Neural Networks for the recognition of traffic signs. The 

used networks are DenseNet121, ResNet50, and VGG16. 

For ResNet50, it includes 50 layers, while VGG16 

contains 16 layers. In the training stage, a certain number 

of layers are added to each network: A flattened layer, two 

dense layers, batch normalization, leaky ReLU activation, 

and drop out. After training separately each of the three 

networks, their predictions are fused after majority voting. 

The used datasets are first converted to grayscale and after 

that, histogram equalization is applied. Data augmentation 

is also applied to balance and increase the size of the 

training sets. The obtained performances of the ensemble 

learning are 98,33% using BTSCD.  

In addition to CNNs, recently some researchers opt for 

Vision Transformers. In this context, a comparison 

between the performances of seven Convolutional Neural 

Networks (CNNs) and five Vision Transformers (ViT) is 

conducted by Zheng and Jiang (2022). Transformers are 

Attention Mechanism-based Networks, which are 

generally used in the area of natural language processing. 

For the evaluation, three different datasets are used: 

German, Indian, and Chinese datasets. The seven used 

CNNs are VGG16, ResNet, DenseNet, MobileNet, 

SqueezeNet, ShuffleNet, and MnasNet. For 

Transformers, the evaluated networks are ViT, 

RealFormer, Sinkhorn Transformer, Nyströmformer, and 

Transformer in Transformer. The obtained results show 

that CNNs outperform Vision Transformers for traffic 

signs classification, especially when increasing data size 

and using larger datasets. Furthermore, Transformers 

have higher computational complexity, while CNNs 

converge faster; have fewer parameters and higher 

generalization abilities for traffic signs classification. 

These experiments are conducted using Intel i5-9600K 

CPU and NVIDIA GeForce RTX 2070 GPU.  

From the realized review, we find that although major 

advances were realized in the field of traffic sign 

recognition, many challenges still face the 

implementation of these methods in real-world scenarios 

(Lim et al., 2023a), especially using deep learning 

approaches, as presented in the next section. 

Deep Learning Challenges  

From the literature review (Bousarhane et al., 2021), 

we find that deep learning approaches have proven their 

high performances compared to other methods, 

especially CNNs. This type of network is widely used 

and has shown very high performances in many fields 

related to computer vision, specifically image 

recognition, and classification (SivaSai et al., 2021). In 

some cases, the accuracy obtained by CNNs outperforms 

human performances.  

However, there are multiple challenges that still face 

their implementation, specifically in real-time 

applications and constrained resource environments 

(Lim et al., 2023a), where hardware optimization is not 

an option. This situation is due to the fact that DL 

approaches are very expensive in terms of computational 

load and hardware requirements because of the huge 

number of used parameters.  

Indeed, to optimize their performances, some 

researchers opt for increasing CNNs' depth, which as a 

consequence increases the number of used parameters. In 

fact, these parameters exceed in many cases millions of 

parameters. For state-of-the-art methods, we find for 

example that, DenseNet121 includes almost 8 million 

parameters (Lim et al., 2023b), ResNet-50 25 million, 

AlexNet 61 million, ResNetv 40 million, VGG16 134 

million and VGG19 138 million (Khan et al., 2023). 

Furthermore, some approaches opt for using 

multiple CNNs, instead of one in order to improve the 

obtained results, which hence increases the calculation 

and reduces the training and inference speed. The 

problem of vanishing gradient presents another 

important issue related to these deep architectures. In 

fact, in larger and deeper networks the error usually 

fails to reach the further layers, which leads to the 

degradation of CNNs' performances.  

Moreover, very deep architectures could not extract 

features that reflect the overall characteristics of the group 

and tend instead to fit the training data (overfitting), while 

they get poor results for unseen data. To overcome this 

problem, some researchers opt for big data to prevent 

model overfitting. However, data collection represents a 

hard task, which is at the same time very time-consuming, 
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in addition to the annotation process that makes the task 

even more complicated.  

On the other hand, data collection should take into 

consideration the balance between the different classes, 

without mentioning the adverse conditions that face the 

recognition process in real-world scenarios, like 

illumination and weather changes, fading colors, etc. In 

fact, CNNs' performances decrease, considerably, when 

they are tested using datasets that include more real-world 

challenging conditions (Temel et al., 2017).  

Another important challenge, faced by deep learning 

approaches, is the time required to train the network. 

Indeed, this training could take several days or weeks, 

which makes the validation process a very hard task, 

especially when using limited hardware resources and big 

data for training.  

To overcome some of these challenges, especially 

those related to real-time recognition of traffic signs, we 

find a certain number of works realized in this context. 

From these works, we can mention the approach of Li et al. 

(2022), based on Faster R-CNN, for traffic sign 

detection. The improved network uses ResNet50-D for 

feature extraction and Attention-guided Context Feature 

Pyramid Network (ACFPN). The training is based on 

transfer learning and data augmentation. In comparison 

to state-of-the-art methods, the enhanced Faster R-CNN 

achieves higher performances using two datasets, 

CCTSDB and TT100K. For the CCTSDB database, the 

mean Average Precision is almost 99.5%, while the 

detection rate is about 29.8 frames per second. 

A YOLOv4 tiny based network (TSR-YOLO) is 

proposed by Song and Suandi (2023) for Chinese road 

sign detection in complex scenarios. These conditions 

include severe weather and light intensity changes. To 

improve the accuracy of the enhanced algorithm, k-means++ 

clustering, attention mechanism, and dense spatial 

pyramid pooling are added. The objective is to improve 

the extraction of key features and handle more 

effectively the fusion of local and global ones. Using the 

new dataset CCTSDB2021 (Zhang et al., 2022), the 

obtained results show that, the adopted approach is more 

efficient and fast in comparison to the original YOLOv4 

tiny. The performances of the network achieve a 

detection accuracy of 96.62% and a mean average 

precision of 92.77%, with a detection rate of about 81 

frames per second.  

YOLOv4 is also used by Tong et al. (2023), in 

addition to the improved Oriented Fast and Rotated 

Bridge (ORB) for feature extraction and description. 

The proposed approach is a cloud-based multi-sensor 

fusion system for the recognition of vehicles, 

pedestrians, and five types of traffic signs. The 

obtained results show that the system has a good 

recognition of traffic signs with an accuracy of 96,67%, 

where each sign is recognized within 2 sec.  

The proposed work of Zhu et al. (2022) aims to 

evaluate the performances of YOLOv5 in comparison to 

SSD for traffic sign recognition. After the process of 

training, validation, and testing with the used datasets, the 

results show that YOLOv5 achieves an accuracy of 

97.70%, while SSD obtains just 90.14%. For the 

categories with a smaller number of samples, the accuracy 

of SSD decreases to only 78.32%. Concerning the 

recognition speed, YOLOv5 is faster with 30 frames per 

second, against 3.49 for SSD (using GPU).  

The work of Xing et al. (2022b) confirms this 

conclusion. Hence, after conducting many experiments 

concerning the different approaches for traffic sign 

detection, the results show that YOLOv5 is more suitable 

for real-time applications. The authors present also a 

defogging approach for traffic signs images based on a 

guided filtering algorithm.  

From the presented works, we find that hardware 

optimization is generally used to accelerate the 

recognition process because the complexity and the size 

of DL networks affect considerably the processing time 

and memory requirements (Khan et al., 2023). For that, 

real-time recognition, using constrained resource 

environments, still presents a huge challenge for DL 

based approaches (Lim et al., 2023a).  

From this perspective, the aim of our work is to 

ensure an efficient and real-time classification of traffic 

signs, using a Deep Learning approach. The main 

objective of the proposed approach is to create a certain 

balance between the model complexity and the 

classification accuracy through a computationally 

efficient convolutional network. The adopted approach 

is presented in the next section.  

Materials and Methods  

To ensure traffic signs classification, different types of 

approaches are proposed by researchers, including 

“traditional” and Artificial Intelligence-based methods. In 

terms of recognition performances, DL methods have 

proven their superiority, especially CNNs.  

Generally, the dimensionality of input images is high 

(thousands of pixels), so the main role of the 

convolutional layers is to map this raw data to a feature 

space of reduced dimensionality and complexity through 

new representations of the original images.  

In addition to the dimensionality reduction, the main 

advantage of these layers is the preservation of the 

relationship between the pixels by keeping their locations' 

order through convolutions. However, this 

interconnectivity is lost in the hidden layers, because the 

generated maps are transformed to a single 1D vector. 
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Which represents the main drawback of the fully 

connected hidden layers.  

Keeping the connections between neighboring pixels 

is very helpful for improving classification accuracy and 

generalization abilities in general. From this perspective, 

the objective of our work is to adopt an optimal 

architecture that preserves and optimizes this connectivity 

between the different units of the network.  

To achieve this goal, two receptive fields 

architectures are combined. Therefore, the proposed 

approach is a combination of LeNet and Receptive 

Fields Neural Networks (RF-NNs) architectures. The 

goal is to obtain a lightweight architecture with 

minimal complexity, fast convergence, and high 

generalization abilities. 

Accordingly, two architectures are proposed, where 

each includes two principal Receptive Fields modules. A 

first features extraction module based on LeNet 

architecture. While the second hidden module is based, 

for the first architecture, on Image Receptive Fields 

Feedforward Network (IRF-NN). For the second 

architecture, the hidden module is based instead on a 

Partially-Connected Neural Network (PCNN).  

Receptive Fields Based Architectures  

In the adopted approach, the first features extraction 

module is based on LeNet, which is a state-of-the-art 

network for handwritten digit recognition. Although its 

high performance, the network is characterized by the 

simplicity and the efficiency of its lightweight architecture. 

LeNet has two feature maps construction layers, 

followed each by a dimensionality reduction layer, while 

the final one is a fully-connected, with ten classes of digits. 

The size of input images is fixed to 1616 pixels, for the 1st 

version of the network and 3232 for the last version 

(LeNet-5), as presented in Figure 1. For the first layer, it 

has just six kernels of 55 size, followed by an average 

layer with a pooling size of 22. The third layer has 16 

filters of 55 size, followed also by a subsampling layer.  

For the hidden layers, they are based on full 

connections between the nodes, while their input is the 1D 

vector, generated by flattening the 2D output maps of the 

convolutional layers. However, this one-dimensional 

representation of features induces the loss of all spatial 

information in these hidden layers.  

Handling multi-channeled inputs and preserving the 

spatial dependence within the maps represent the main 

objective of the proposed approach, in order to enhance 

the classification accuracy. To achieve this goal, 

Receptive Fields' hidden layers are adopted. Hence, two 

types of RF-Networks are used (IRF-NN and PCNN).  

Unlike conventional Feedforward Networks, the 

IRF-NN uses the input images directly without prior 

feature extraction (Smagghe et al., 2013). Furthermore, 

the hidden units are partially connected to all the 

previous units, instead of being totally connected to 

these nodes (Fig. 2). 

The activation vector H is the dot product of the input 

image I with gi (the two-dimensional weight vectors). For 

each RGB channel, the color is selected with random 

amplitude ac. The activation function used for the output is 

a sigmoid function (1). Where i is the neuron and x, y are 

the coordinates of the image pixels (Smagghe et al., 2013): 

 

( ) ( )i ic c i

c x,y

H = tanh a I x,y .g x,y
 
 
 
   (1)  

 

 
 

Fig. 1: LeNet-5 architecture (Kayed et al., 2020) 
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Fig. 2: IRF-NN architecture (Smagghe et al., 2013) 
 

 
 
Fig. 3: Shared vs Unshared weights (Achararit et al., 2018) 
 

 
 
Fig. 4: Generated maps in LC layers and CNNs (Chen et al., 

2015) 

 

IRF-NN is a Feedforward Network that is more 

suitable for image recognition. It ensures a fast and 

accurate classification, by dealing directly with 

original images and without the need of a preprocessing 

stage to extract features from raw data. Furthermore, 

the network ensures a fast-training process using a 

limited number of parameters.  

For the Partially or Locally-Connected Network 

(PCNN), unlike conventional CNNs, different 

Receptive Fields detectors are applied to each region of 

the image (Achararit et al., 2018), generating hence 

more sophisticated features to enhance the 

classification accuracy (Fig. 3).  

Contrary to fully-connected layers, convolutional 

ones use locally connected kernels instead of full 

connections between the layers. They are essentially 

based on weight sharing, which reduces significantly 

the total number of needed parameters. The 

convolutional kernels consist in extracting feature 

maps from input images (2): 

( ) ( ) ( )k k

l c lc x,y
f p,q = i x,y e u,ν   (2)  

 

where, ic(x, y) represents an element of the input, k

l
e (u, v) 

is a kernel element in a specific layer, and k

l
f (p, q) is an 

element of the extracted feature map.  

In comparison to PCNNs, CNNs induce fewer 

parameters, because the generated map belongs to one 

kernel, while in PCNNs each map is generated from 

different kernels (Chen et al., 2015), which makes this type 

of network more efficient in extracting local features and in 

ensuring a better and faster learning process (Fig. 4).  

Based on these two types of RF architectures, two 

different networks are proposed to ensure a fast and efficient 

classification of traffic signs (RF-CNN and RFPCNN). The 

depth and the size of the networks are selected through 

hyperparameter tuning using a validation set.  

Hyperparameters Tuning  

The dimension of input data in LeNet is 1616 

(grayscale images). Unlike LeNet architecture, which is 

based on one-dimensional vectors in the hidden layers, the 

two modules of our approach are based instead on feature 

map extraction and concern more complex types of 

objects (traffic signs in RGB color space).  

For that, we have adopted an input size of 3232 as 

used in LeNet-5 (Yu et al., 2015), while adding the three-

color channels (32323). The objective is to create a 

certain balance between the input images and the 

generated feature maps from the two modules.  

Concerning the number of layers, for our first module, 

we have used the same number of convolutional layers 

adopted in the original LeNet architecture. Although the 

simplicity of its structure, this network has proven its high 

efficiency and performance.  

To prevent the loss of spatial detail information, our 

second module is based, for the first network (RF-CNN), on 

the IRF-NN architecture. Hence, the feature maps extracted 

from the first LeNet-based module represent the inputs to this 

hidden module. While two Receptive Fields hidden layers 

are added instead of the one used in IRF Network.  

Concerning the selection of the number of units, choosing 

the appropriate number is a very challenging task. In the 

literature review, we find that there are in fact two main 

strategies to choose a network's size. These two principal 

techniques, used to ensure good generalization abilities for 

the networks, are more specifically network growing and 

network pruning (Bortman and Aladjem, 2009).  

Network growth consists in using a light architecture 

and then continually adding more neurons based on a 

threshold until convergence. The approach begins then 

with a very small network, with one or two hidden units, 

and adds progressively more, when it is needed, to 

improve the learning capabilities of the network. 
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While pruning techniques consist instead in adopting 

a very large network and progressively reducing the 

number of used neurons (sensitivity methods) or 

deactivating their weights through regularization (penalty 

term methods). Genetic algorithms are also used in this 

context to generate smaller networks from more complex 

ones (parent networks). 

In effect, pruning techniques are very time-

consuming and computationally expensive, which 

makes the training and the validation task even more 

hard and complex. Furthermore, these methods could 

lead to an excessive and unnecessary number of units 

and they are generally subject to overfitting and poor 

generalization problems. 

To adapt the network's complexity to the 

classification accuracy more efficiently, we have 

adopted the first strategy for hyperparameter selection. 

Our constructive approach is then based on adopting an 

undersized network with just two kernels, for the two 

convolutional layers, while increasing the filters' number 

and size each time until convergence. 

Hence for the first module, to choose the kernels' size 

that accentuates best the unique features of input images, 

we have evaluated the training performances, by changing 

each time the size of the used kernels with a stride of 1, 

for 100 iterations (epochs). The evaluated kernels are 22, 

44, 88, and 1616. 

For the training dataset, it includes more than 1000 

images (90% for training and 10% for validation), extracted 

from CURE-TSR. To get a representative validation set, we 

have used the cross-validation technique, which consists in 

repeating the division of the data, to guarantee the 

randomness of the selected set. 

The obtained results show that the small filters (22 and 

44) present better results, especially concerning the 

unseen data (validation set), as presented in Fig. 5. 

 

 
(A)                                                                                         (B) 

 

Fig. 5: Obtained accuracy and loss; (A) 22 kernels, (B) 44 kernels 
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 (A) (B) 

 

Fig. 6: Obtained accuracy and loss; (A) 8 kernels; (B) 16 kernels 

 

For the number of used kernels, as for the kernels' size, 

we have evaluated the training performances using 

different numbers of filters (2, 4, 8, and 16 kernels). 

We find that the accuracy of the training and the 

validation sets increases when adding more kernels. 

Figure 6 shows the accuracy and loss curves when 

adding 8 and 16 kernels.  

To ensure the performance of the model, regardless 

of training data, we have used Dropout (Shen and 

Shafiq, 2018). This technique randomly deactivates 

some nodes in the training process, which helps to 

prevent overfitting. The method is generally used in 

fully-connected layers, but it has proven also its 

performance in convolutional layers.  

To select the percentages that should be dropped out from 

the training process, we have compared the training 

performances of the two convolutional layers when dropping 

respectively (0.2, 0.2), (0.2, 0.4), (0.4, 0.2), and (0.4, 0.4). 

We find that Dropout ameliorates the obtained 

results for the training and the validation sets. We 

notice also that the results are almost similar for the 

used percentages.  

Figure 7 shows the obtained results when dropping 

(0.4, 0.2) and (0.4, 0.4). For the second module of the 

proposed approach, as for LeNet-5 architecture, we have 

used just two hidaden layers based on two different types 

of receptive field networks. 

According to the obtained results, we have adopted 

the (22) filter for the two convolutional layers in the 

first network (RF-CNN). To ameliorate the obtained 

performances, we have used 20 kernels for each of 

these two layers, with a Dropout of (0.4, 0.4). To find 

the optimal number of hidden units, we have evaluated 

the performances of the training process, by changing 

each time the number of units (2, 4, 8, and 16). 

When analyzing the obtained results, we find that 

using more nodes helps to obtain higher accuracies 

much faster than when using just two or four nodes. 

Figure 8 shows the obtained performances when adding 

8 and 16 nodes respectively to the network. 
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Fig. 7: Accuracy and loss; (A) 0.4, 0.2 and (B) 0.4, 0.4 dropout 

 

 
(A) (B) 

 

Fig. 8: Obtained accuracy and loss; (A) 8 nodes and (B) 16 nodes 
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Fig. 9: Rectified Linear Unit (ReLU) 

 

To reduce the maximum network complexity and 

accelerate further the process, just 10 nodes are added. 

As for the convolutional layers, we have also used 

Dropout to train only randomly selected nodes from the 

hidden nodes to face overfitting problems. The 

deactivated nodes are (0.2, 0.2). 

The behavior of each of these units is determined by a 

decision function. There are, in fact, multiple activation 

functions available. In recent years, Rectified Linear Unit 

(ReLU) (3) represents the most popular activation 

function (Fig. 9), used in deep CNNs, because it ensures 

a faster training process (Glorot et al., 2011). 

Furthermore, it ensures a better transmission of the error: 
 

( )
0 0

0

for x
f x =

x for x





 (3)  

 

For that, we have used ReLU as the activation function 

for both the convolutional and hidden layers of the first 

network. Finally, to achieve the predictions at the final 

layer, we have used the Softmax function (Kouretas and 

Paliouras, 2019).  

For the second network, RF-PCNN induces more 

parameters than a traditional CNN. For that, we have 

added just 10 kernels, with a filter size of 44 for the two 

first layers (Fig. 5). In order to reduce the network 

complexity, just eight and seven kernels are added to the 

hidden layers respectively.  

To face overfitting problems, a Dropout of (0.4, 0.2) is 

used in the first two layers, while the randomly deactivated 

nodes from the hidden layers represent (0.2, 0.1).  

For the activation function, we have used Scaled 

Exponential Linear Units (SELU), proposed by 

(Klambauer et al., 2017) (4). This activation function 

induces self-normalizing properties (Paoletti et al., 

2018) and efficiently learns robust features, which 

accelerates enormously the training convergence. 

Finally, to get the predictions at the last layer, the 

sigmoid function is used (5): 
 

( )
( )

0

1 0x

λx ,x >
Selu x =

λα e - ,x

  
 

  

 (4) 

 

( )= 1.0507 = 1.6733λ and α  

 

( )
1

1 -x
g x =

+ e
 (5) 

 

 

 

 
Fig. 10: Training and validation curves using the 1st network 

 

Networks’ Generalization Abilities  

In order to ensure the performances of the two 

networks regardless of input data, the process of 

regularization is used by applying Batch Normalization 

(Chen et al., 2017) to normalize the output of each layer. 

Figure 10 shows the performances of the first network 

after batch normalization.  

Furthermore, to face vanishing gradient problems, 

we have used the Cross-Entropy (Zhou et al., 2019) 

learning rule. This function is more sensitive to the 

error and provides higher performances during the 

training process (6): 
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( ) ( )
1

m
t

i i

i=

f W = - y log y  (6) 

 

W = Training weight matrix  

M = Total number of classes  

𝑦𝑖: =  ith  prediction class  

�̃�𝑖:  =  ith  true class of training samples  
 

The learning process is an optimization problem that 

aims to reduce the max error function. However, this 

function is characterized by the presence of several local 

minima. Determining the optimal or global minima, in 

this cost function surface, needs necessarily an optimal 

selection of the initial weights. Using null, equal, or high 

initial weights lead generally to the saturation of the 

network. Where comes the importance of randomly 

selecting these initial weights with small values?  

Furthermore, finding the optimal steps for the learning 

rate presents also another challenging problem. Using 

large rates leads to poor generalization, while small values 

make the learning process very slow. To solve this 

problem, we have started the training with a relatively 

small learning rate (0.001), while using an adaptive 

learning optimizer (Adam). This optimizer is 

computationally efficient and has low memory 

requirements (Lim et al., 2023b).  

To enhance the generalizability of the networks, a batch 

size of 32 is used, because larger batches affect 

considerably the error estimation (Lim et al., 2023b). 

Finally, to find the optimal starting point of the initial 

weights, we have retrained the networks each time with 

new sets of randomized weights, to choose the initial 

weights that ensure a high recognition accuracy, on the 

validation set and a fast convergence speed. This approach 

helps to optimize the performance, while it reduces the need 

to excessively increase the network's size. These weights 

are randomly set at first and continually updated, during the 

training, using He Uniform Initializer (Henry et al., 2018).  

Results 

To evaluate the performances of the two models 

(RFCNN and RF-PCNN), in relation to different 

classification problems and challenges, we have used an 

extracted set from "The Challenging Unreal and Real 

Environments for Traffic Sign Recognition" (CURE-

TSR) database (Temel et al., 2017), which contains many 

levels of adverse conditions including snow, haze, rain, 

darkness, blur, etc.  

Furthermore, instead of opting for data augmentation, 

which is widely used by researchers in this field, we have 

adopted the opposite approach based on reducing the 

number of training samples. In effect, in the literature 

review, we find that deep learning is tightly related to big 

data. However, in the proposed approach, we have 

adopted instead a “Data Reduction” process. The adopted 

approach is based on structuring and diversifying the 

training set using a minimum number of instances.  

Hence, for training our two networks, we have 

extracted a training set, from CURE-TSR, that includes 

11 classes with 1331 images. Figures 11-12 show the 

types and the numbers of used traffic signs. 

Figures 13-14 show the loss and accuracy curves 

obtained during the training of the first and second 

networks using 10% for validation and 90% for the 

training process. 
 

  
Fig. 11: Balance between the 11 training classes 
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Fig. 12: Types and numbers of used traffic signs 
 

  
 

Fig. 13: Loss and accuracy obtained during the training (1st network) 
 

  

 
Fig. 14: Loss and accuracy obtained for the training (2nd network) 

 

 
 

Fig. 15: Traffic signs affected by some adverse conditions 



Btissam Bousarhane and Driss Bouzidi / Journal of Computer Science 2023, 19 (10): 1263.1282 

DOI: 10.3844/jcssp.2023.1263.1282 

 

1276 

 
 
Fig. 16: Balance between classes in BTSCD 

 

For the testing dataset, it includes 4 039 images, 

extracted from the CURE-TSR database. Fig. 15 shows 

the number of traffic signs for each of these classes.  

For the classification of the 11 classes (affected by 

some adverse conditions), the adopted approach has 

obtained an accuracy of 96. 60% using the first network. 

While for the second one, the accuracy obtained reaches 

almost 97.59%.  

To further evaluate the performances of the adopted 

approach, we have tested our two networks using another 

public dataset.  

To facilitate the benchmark of traffic sign recognition 

methods, many public datasets have been created. Within 

these datasets, there are databases that respect the Vienna 

Convention on Road Signs, for example, GTSRB 

(Stallkamp et al., 2011), BTSRD (Mathias et al., 2013), 

Austrian Dataset ATSD (Maletzky et al., 2023), etc. On the 

other hand, we find that some other countries have their own 

standards. In this context, we find for example LISA in the 

USA (Møgelmose et al., 2015), TT100K in China, etc.  
To evaluate the performances of the adopted approach, 

we have used Belgium Traffic Signs Classification 
Dataset (BTSCD), which is widely used by researchers in 
this domain. This dataset includes 62 classes, with more 
than 4 500 images for the training and almost 2 500 
images for the testing set (Figs. 16-18). The accuracy graph 
and the loss curve obtained by applying our first network to 
BTSCD are presented in Fig.19. 

The classification accuracy achieved, on the BTSCD 
dataset, by applying our first network is 97.93%, where 
each sign is classified within less than 500us. To test even 
more the impact of data reduction on classification accuracy, 
we have reduced the number of training images from 4 575-
4 328. The obtained results show that the approach reaches 
a higher accuracy with 98.01% for the first network. 

 

 
 

Fig. 17: Types and number of traffic signs in BTSCD 
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Fig. 18: Signs affected by some challenges from BTSCD 
 

  
 

 

Fig. 19: Accuracy and loss obtained using BTSCD (1st network) 
 

  
 

 
Fig. 20: Accuracy and loss curves using BTSCD (2nd network) 

 

To evaluate the performances of the second network, 

we have also trained the RF-PCNN network using 

BTSCD (80% for training and 20% for validation). The 

accuracy and loss curves obtained for the training and the 

validation sets are presented in Fig. 20.  

Discussion 

Table 1 shows a comparison between our second 
network (RF-PCNN) and some state-of-the-art 
approaches, including the works that are particularly 
designed for the real-time classification of traffic signs. 
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Table 1: Comparison between our approach and some state-of-the-art classification approaches 

Reference Approach Accuracy % Time Parameters 

Arcos-García et al. ( 2018) CNN and Transformer  98.87 4280 ms 14 629 801 
Huang et al. (2017) HOGv+ELM 98.62 1.46 ms - 

Our approach RF-PCNN 98.49, 450 us 12 K 

Zaibi et al. (2021) Enhanced LeNet-5 98.37 - 0.38 million 
Lim et al. (2023b) Ensemble Learning 98,33 - 160 million 

Saouli et al. (2018) ELM with HOG, Gabor and CLBP 98.30 30 ms - 

Jurišić et al. (2015) OneCNN 98.17 2 ms - 
Li et al. (2019) Small CNN 98.10 705.10 ms - 

Saouli et al. (2018) SVM  97.15 2220 ms - 
Mehta et al. (2019)  CNN+Adam 97.06 - 10 million 

Khan et al. (2023) Lightweight CNN 92,06 - 2.63 million 

Postovan and Erascu (2023) Binarized Neural Network 88.17 - - 
Fang et al. (2022) MicronNet-BF 82.12 - 0.4 million 

 

In comparison to the presented methods from Table 1, 

the proposed approach reaches a high accuracy of 98.49% 

using BTSRD, while it ensures a fast classification with 

almost 450us per image (2.0 GHz CPU) and that using a 

very limited number of parameters (12K).  

For the other presented methods, we find that CNNs 

reach very good performances. Hence, the single CNN 

with Spatial Transformers (Arcos-García et al., 2018) 

achieves a higher accuracy of 98.87%, while the number 

of used parameters exceeds 14 million, with an inference 

time of almost 4280 ms/ image (using GPU).  

We find also that, Extreme Learning Machine (ELM) 

with a Histogram of Oriented Gradient variant (HOGv) 

reaches almost the same performances (98.62%), while it 

has a major advantage concerning the inference speed, 

which is less than 1.5 ms per image (Huang et al., 2016). 

An accurate classification is also ensured by the 

Enhanced LeNet-5 (Zaibi et al., 2021) with 98.37%, while 

the number of parameters is considerably decreased, with 

almost 0.38 million against the 10 million of the Spatial 

Transformer CNN (Arcos-García et al., 2018).  

We find also that, using Extreme Learning with the 

combination of multiple features like HOG, Gabor, and 

Compound Local Binary Pattern (CLBP) (Aziz and 

Youssef, 2018) decreases the obtained accuracy and time 

to 98.30% with 30 ms/step. While using ELM with HOGv 

reaches higher performances (98.62% with 1.46 ms/step) 

(Huang et al., 2016).  

The obtained results show that CNNs could ensure 

a fast classification process, as the performances 

achieved by One CNN (Jurišić et al., 2015). Where the 

inference time is 2 ms per image and the accuracy is 

98.17%. However, the process is based on GPU unlike 

the performances obtained by HOGv ELM, which 

ensures a fast and accurate classification (1.46 ms) 

using CPU instead.  

We also notice that even using GPU, the inference 

time of some CNN-based approaches remains high in 

comparison to other methods. In this context, the 

approach based on TS-Module and global average final 

layer (Li et al., 2022) reaches high performances 

(98.1%). However, each step is realized within more 

than 705ms using GPU.  

Furthermore, Table 1 shows that Machine Learning-

based approaches such as SVM reach also good 

accuracies (97.15%), while the inference time of the 

proposed approach is almost 2100 ms per image (Aziz and 

Youssef, 2018). 

In contrast, Table 1 shows that increasing CNN's depth 

and size does not necessarily guarantee better 

performances. Hence, for the CNN based on Adam, 

ReLU, and Softmax functions (Mehta et al., 2019), an 

accuracy of 97.06% is achieved using more than 10 

million parameters with CPU. While a higher accuracy of 

98.37% is achieved, by the Enhanced LeNet-5 which uses 

just 0.38 million parameters. In the same context, we find 

that the CNN adopted by Khan et al. (2023) achieves an 

accuracy of 92,06% while using a higher number of 

parameters (2.63 million).  

Using more than 160 million parameters, we find that 

the Ensemble Learning CNN, proposed by Lim et al. 

(2023b), reaches a high accuracy of 98,33% using 

BTSCD. For the last presented approaches, the Binarized 

Neural Network used by Postovan and Erascu (2023) 

achieves an accuracy of 88.17% (for 23 classes of 

BTSCD). For MicronNet-BF (Fang et al., 2022), which is 

based on factorization and batch normalization, it 

achieves 82.122%, while using a relatively small number 

of parameters (0.44 million), with GPU.  

Conclusion  

The standard or conventional CNNs architecture is 

widely used by researchers, whereas deeper architectures 

gain more popularity for solving different types of 

recognition and classification problems. However, many 

factors affect the efficiency, speed, and generalizability of 

these deep learning networks.  

In effect, this architecture includes typically several 

convolutional kernels applied to the three channels of 

input images, followed by pooling layers. The hidden 
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ones are totally based on full connections between the 

different nodes. To further enhance the obtained 

performances, we find that increasing CNNs' depth & 

size is generally the adopted option, although the fact 

that convolutional and fully-connected layers are very 

time-consuming and computationally expensive.  

From this perspective, our approach calls into 

question the nature itself of these networks, by 

adopting instead a Receptive Field architecture, with 

reduced complexity and higher performances. The goal 

is to ensure the efficiency and speed required for the 

recognition process in real-time applications and 

constrained resource environments.  

The obtained results show that the adopted approach 

helps to reach state-of-the-art methods' performances 

with an accuracy of 98.49%, using the public dataset 

BTSRD. Furthermore, the proposed architecture helps 

to ensure a very fast classification process of almost 

500us per image. 
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