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Abstract: Given the amount of video information on the net, the user
had difficulty finding the information in a reasonable amount of time. Tl
all video content must be segmentadd annotated so that he/she ¢
access the information directly. The goal of the proposed approach
allow a better exploitation of video by multimedia services N
Demand, catclup TV), social community and videzharing platforms
(Youtube, Fadce o o k é ) . I n this work, an

and story boundaries segmentatiowh news broadcast video using De:
Convolutional Neural NetworkDCNN) is presented. The first step is
extract features from video. This characteristics wilbdeled as videc
corpus governings the organization of TV stream content. This organiz
is carried out on two levels. The first consists in the identificatior

anchorperson by Singlenkage Clustering through CNN faces and 1
second level aims tadéntify the story of news program due to the la
audience because of the pertinent information they contain. In additio
implement a 364 broadcast video dataset obtained from five French r
channels with grounttuth marked semantic shot categsti program
genres and story boundaries. Experiments on this dataset prov
relevance of our approach for news broadcast video segmentation.

Keywords: Anchorperson, ClusteringDeep Learning News Program
AlexNet CNN, Convolutional Neural Network

and accurately identify, in such a TV stream, the
beginning, end and title or category of each game,
The amount of audiovisual material broadcast daily newspaper,magazine, film, documentary, advertising,
has increased enormously in the last two decades. Fofajler, etc. The present work belongs to the general
example, nowadays in FranceDigitaI Terrestrial domain of Structuring TV streams.
Television (DTT) offers 32 television channels We aim to delimit the boundaries of the diffused
(excluding local programs) broadcastiogntent 24 h a  elements. However, different levels of granularity in
day totaling 768 h of broadcast per day. Some packagefiow structuring existindeed, some broadcast elements
of satellite TV channels broadcast more than 1000may themselves belong to a larger element, such as a
channels or more than 24,000 h of content each dayweather report inserted in a magazine. Disseminated
Finally, YouTube site declares that more than 24 h ofitems can also be grouped by theme. Some elements may
videos are put online each mie, i.e, more than 34,560 have a clean structure; For example, newscasts consist of
h of daily additional content. anchopersons and reports that can also be grouped by
A television stream is an audiovisual stream, ae. theme or by news story. In addition, some elements such
uninterrupted series of images and sounds produced by as sponsorship or trailer for a next broadcast are linked
television channel. It may also be accompanied by somgFig. 1). In this context, television on demand is
description information, calleshetadata, provided by the targeted, therefore the elements diffusetiodd
chain. This metadata is either broadcast with the feed oconsidered according to two notions: the inter
available on the internet. Our problem is to automatically programs and the programs
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Fig. 1: broadcast video production pipeline

Due to the presence of large quantities of contentsegmentation of story boundaries in TV news broadcast
videos, effective and rapid access to multimediavideo. In what follows, we give a brief overview of TV
information has become a difficult endeavor. This news broadcast structure.
difficulty has created a growing demand for appropriate
methods to permit quick access to the content OfStructure of TV News Broadcast
unstructured video contents that require automatic video Two main reasons may Jus“fy the Choice Of news

segmentation and indexing methods. The inter nogmms treatment. First, thanks to the important
segmentdon of video streams is an essential step for a.gntent they have, news programs are produced for

multlmeQ|a indexing system; However, for It to he and followed by a large number of TV viewers who
robust, it must deal with the internal structuring of the
get easy access to them as they are frequently

programs to promote its audiovisual content. .
Hence the choice to focus particularly on the analysispubIISth on the .Web' Thus, they have become a
means of communation.

and automatic identification of television news structure In fact. news tobics retrieval from large databases is
which is justified by many reasons: First, the emergence ' b 9

of masscommunication appliances and amenities is tzhoelgocus of tsodme sys;tem?. F(;)r ?xamplﬁ, téwtjaif i
crucial because of the ubiquitousne$siuge amounts of ) suggested a system for dealing wi € aieren

numerical videos. In fact, TV glams represent the key sfcones of the News z_issessed on legde bro_adcast
source of enormous amounts of videmsed content. As video database which includesgsegmented topics.

. . i . However, this kind of approaches must go through
a result, th? usage of TV streams is beco_mlng a staplg "Yutomatic segmentation as a first step. Therefore, their
everyday life which has led to a growing substantial

f ial burd h licati . performance is strongly dependent on the quality of the
inancial burden. Furthermore, many applications aim atyoq its of the segmentation step. This represents one of

the proper sucturing of TV stream. Indeed, the e many reasonisehind proposing an efficient method
identification of television programs could be used in gf news topic segmentation. Moreover, in spite of the
establishing mechanisms for the control of bxesling  varieties of styles of different TV channels, they do
of te!ewsmn channels. . adopt the same production rules, which help to provide
Finally, each story can be segmenteq INto one Orsignificant cues to analyze their content automatically
several shots. Video shot segmeiotat is largely  (Goyalet al, 2009), (Misraet al, 2010). At this stage,
discussed in the literature. In addition, there are wellthe present work opted for standardized features of TV
developed approaches for detecting shot boundaries ohews programs since some approaches are based on
edited videos (e.g.news broadcast) (Smeatet al, predetermined features of these programs. For instance,
2010). This work focuses on the classification of channelthe technique proposed in (Poulisaeal., 2010) is only
content into progims using auteéncoder technique and applied to the BBC channel news. Therefore, it uses
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keywords such as labeled entities in English languagevideo signals to behmark video grammars (Zlit@ind
only. Similarly, the work of (Xieet al, 2011) faces the Mahdi, 2010;Zlitni et al,, 2015).
same problem as they use features in the form of sub However, in the present work, we propose an automatic
words of the Chinge language. Thus, their investigation approach to determine the TV stream. The novelty of the
can only be applied to restrictedtegories of news, yet technique lies in using the sparse eaemooder as an
it cannot be efficient for others. Hence the choice toextractor of charactistics corresponding to visual jingles
apply the principles and visual features found in anyfor training the classifier of a video category. Feature
kind of TV news regardless of its language. extraction directs the generics, which mark the beginning of
News tlas an operating structure defined as a TV programs, structuring and determination.
syntactic rule that governs the organization of the  Moreover, the second proposal consists in an
content. This rule is founded on the studio/Topic approach © structuring news content based on
notion (Fig. 2), where the anchorperson is the main segmentation into stories. This approach is based on two
actor who announces the changes in topics. The Topianajor steps: First; the identification of the anchorperson
is the demnstration of what the anchorperson says in by SingleLinkage Clusteringthrough the CNN faces;
the studio. Each subject usually has an averageThen, the segmentation of news into stories using
duration between 1 and 3 min (Miseaal., 2010) and  AlexNet CNN. The first step consists in modeling the
is preceded by the appearance of an anchorperson. indices by image processing techniques, whereas the
second relies on the direct exploitation of the features
Proposed Approach resulting from the first step to segment the content of
Video dissection is considered to be an news into different stories.
indispensable phase in all applications of video The proposeé technique is illustrated in Fi@. We
exploitation. Nevertheless, despite their satisfactoryhave also created a TV news broadcast dataset to
outcomes, their performance is based on the sort ofvalidate the proposed technique. This dataset has been
video (news, action films, documentaries, sports acquired from five French news channels and consists
program, etg). This can be attributed mainly to the of 360 h of broadcast. After removing advertisements,
recent techniques that are based on specific videahe noncommercial contents of these videos are
production rules. For instance, the method introducedmarked for ten semantic shot categories, program and
in (Berraniet al., 2008) consists in detecting recurrent story boundaries. The proposed technique
sequences in a video. This technique ensures thenchmarked on this dataset and compared with a few
identification of Inter-Programs (IP), such as baseline algorithms.
advertisements, jingles, cre_dlts, etc., which allows the  1he remainder of the paper is organized as
TV broadcast segmentation and useful programsg iows: In section 2, briefly reviews the existing

extraction. It is based on a technique of micro :
. : o methods for program and story segmentatidime
clustering method which puts comparable audio/video prog y se€d

characterestic vectors together classification of a program in a TV stream by means

Zlitni and Mahdi (2010) developed a technique for gf de_ebp Iea:;]nmg IS dgscrlbed s:ejcttlonr?._Sectl]?n 4t
the identification of TV programs through two stages: escribes the seconad proposed lechnique for story
the first consists of video grammars used as aboundary detection usmgle{(NetCNN. The dataset,
benchmarlcatalog. The second consists in identifying "€ désign of our experiments and performance
TV programs by investigating the resemblance of analysis are presented in Section 5.
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Fig. 2: Traditional structure of TV news
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Fig. 3: Identification of anchorperson by Singlinkage Clustering through CNN Features extraction

Related Works which have several shared charactesstigarticularly,
when shown repeatedly in the stream as it is much
Temporal segmentation of videos has been ansimpler to spot short audiovisuals than longer ones
extensively studied problem in the multimedia community. which are varied (series, documentary films, shows) and
The definition of temporal video segmentation depends onthys have no characteristics in common.
the task and the source of thideo. For example, in the Furthermore, Weiming (2011) dealt with indexing
case of videos obtained using surveillance or body wornand retrieal of contentbased videos, emphasizing
cameras, the segmentation task consists in identifying aechniques for the analysis of video structure, including
portion of the video in which a particular object is presentthe detection of shot boundary, the extraction of key
(Shabaret al, 2017). The Segmentation task is defi@s  frame the segmentation of scenes, extraction of features
the identification of various scenes for movie videos including static key frame features, objechtéees and
(lwan and Thom 2017) Sport videos are segmented motion features, video data mining, video annotation, video
according to various events occurring during the gameretrieval including query interfaces, similarity measure and
(Ullah et al, 2018). Lecture videos segmentation problem is relevance feedback as well as video browsing.
formulated in terms of the topiaf discussion (Shahnd The technique introduced in (Bingging, 2015) tackled
Zimmermann 2017). However, in the case of television the issue of structuringunsupervised program with
news broadcasthe problem is that videos have to be minimum prior information about the programs. This
segmented into shots, stories or programs €Xwl,  method aimed to identify multiple structures and deduce
2013). Detailed review on these different problems is stryctural grammars for recurring TV programs of various
out of the scopef this work which only deals with works  gorts. |t has three syiyoblems:(i) the structural elements
concerning the segmentation of TV news videos. congined in programs are determined with minimal
In previous works on TV news broadcast iytormation about the type of elements it can preg@)t,
segmentation, for example in (Ibrahim and Gros, 2011)., iple structures for the programs are identified and the
the detection of the repetitions can be considered as ?)rograms structures are modeled il the structural
key tool for strem structuring. After the detection stage, grammar is generated for eachpestive structure

a classification method is applied to separate the Th d ; d ,
repetitions of programs and breaks. Breaks repetitions, in € second group of program and story segmentation
their turn, are then used to classify the segments Whichapproac_:hes rely_on  presentation styl_es used in the
appear only once in the stream. Finally, theamn is productmp of _TV news. Presentation styles are
aligned with anElectronic Program Guid¢EPG) in  Ccharacterized using a variety of features, suclarasor

order to annotate the programs. shots (Fenget al, 2014, Zlini et al, 2015) video jingles
Besides, the approach introduced by Mansoral (Zlitni et al, 2015; Fengt al, 2012) occurrence of the face
(2009) is based on the detectionlater-Programg(IPs), in a special area of scre@Qu et al, 2004; Poulissel al.,
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2010), audio events (Browret al, 2002; Meinedcl al., features. At an advanced step of the analysis, those
2003), presence or absence of text atiqudar locations  features were used to detect story breaks after training a
(Jindalet al, 2011; Ghoslktal., 2010), etc. maximum entropy lassifier. To structure TV streams,

Video segmentation is the first important step in video Hmayda et al (2017) presented an approach for TV
content analysis. It aims at dividing the video stream into astream programs identification by means of deep learning.
set of meaningful and manageable segments (shots) that are As for textual approaches, we can cite the work of
used as basielements for indexing (Weimirgg al, 2011).  Wang et al (2006) which focuses on a multimodal
In fact, video shots segmentation is the initial procedure offusion betwen visual and textual information for Story
anchorperson detection that plays an important role inSegmentation and Concept Association and in which
further video processing. video subtitle is used to identify the most relevant

0O 6 H atrak(2004) adopted a framework in which a concepts/topics addressed in each independent segment.
news broadcasan be segmented into individual stories
bhased on the I(_)I_chation of the qncr;prperson ShOtSd withirProgram Shot Classification Using Deep
the program. e program is first segmented into ;
individual shots and then a number of analysis tools arel‘ealrnlng Approach
run on the program to extract the features repreggent Auto-encoder for TWProgram Classification
each shot. The results of these feature extraction tools
are then combined using a Support Vector Machine
(SVM) trained to detect anchorperson shots.

A system based on partitioning of a news video into
stories and the classification of the detectedriesto
within a certain set of categories (world news, national i SV
news, sports, political news, weather, advertising,)etc. UNSUPervised whose objective is to develop better feature
was presented in (Colae al, 2005). The system uses [epresentation of higtimensional data input by
Markov chains and Bayesian networks for segmentation'dentifying the correlation between the data. It is merely a
and topics classificationThe whole analysis is carried Multi-layer feedforward neural network that is trained to
out by exploiting information extracted from video and denote the input using bagkopagation. The auto
audio tracks using techniques of superimposed textencoder attemp.ts to reduce. the dlscrepanc_y between input
recognition, speaker identification, speech transcription@nd reconstruction by applying bagkropagation as much
and anchorperson detection. The segmentation of news @S Possible by learniran encoder and a decoder (Fiy.
baseqbn feature recogn_ition, such as anchorperson shots %Fhe Basic Sparse Aufencoder
interviews. The combination of that knowledge by a
descriptor should be applied to recognize a change in topic.  Given X = (x, x@.  &W) wherex®* R* N is the

The technique presented in (Misgal, 2010) shows  number of training imageanddy is the number of pixels
that the segmentation of the videtseam into stories is in each of the images.
achieved through the detection of anchorperson shots, thenw /.y _ [ ) 300\ cimmifi .
the text stream is divided into stories applying the approachIﬂ k _(tf (K. (B Iﬁ( B) signifies  the  high
of Latent Dirichlet Allocation (LDA). Goyakt al (2009),  level feature learned on layefor thek-thimage and the
however, suggested a framerk for the segmentation number of hidden units in layer is presented within
of semantic stories on the basis of anchorpersonthis work, to introduce the hidden layer, the superscript is
detection. They opted for a mechanism of sptitt used; however, to present the unit of this layer, the subscript
merge in order to detect topic boundaries. The approactis opted for. For example, in Fify thei-th unit in the first
is based on visual features and text transcripts. hiddenlayer is presented bi® claimingthatx is the input

Various techniqgues have been proposed in the]c 0 i Co
literature; For example, Dumont and Quénot (2012) rame andh” is its representation in hidden layer
developed a sensor using Multiple Modalites for ~ Figure 1 shows the construction of basic SAE.
Systematic segmentation of stories for News Videos. ThisGenerally, the input layer of the awémcoder is an
system is based on classification techniques and machinencoder that transforms inpytinto its corresponding
learning methods. It combines both audio desors  repesentationh, while the hidden layemh, can be
(silence segments and parole) with visual features such agonsidred as a new feature representation of input data.
anchors or logos. Poulisset al (2010) proposed an The output layer is an effective decoder that is trained
approach based on multiplewltimedia features to to reconstruct an approximative featuresf the input
segmenting news video. which was inspired from thefrom the hidderrepresentatiorn. Principally, training
approach based on text segmentatiime authors opted an auteencoder aims to obtain optimal parameters
for different methods to achieve topic segmentation with through minimizing the divergence between inpuaind
different approachesText, video, audio and layout its reconstructiornx .

The efficiency of deep learning inspired us to use this
learning principle in the recognition and classification of
TV stream programs by means $facked Sparse Auto
Encoder§SSAE).

Auto-encoder is an featutearning algorithm which is
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The divergence is described using a cost function.three. The latent representatmistained by an autencoder
The cost funtion of an SAE consists of the following is used as the input to the last aetwoder layer. After this

three terms (Hassaiet al, 2015; Ejbaliet al, 2012): phase of pretraining, fine tuning using back propagation is
. used to improve the results. In this work, we construct two
-1 SSAE layes that involve two basic SAE. Figure 5 show:
d.e=—a | LIx(k), d. Y gure 5 SNows
SEON a( ( (4 z?( g4 I9)))) (1) the architecture of SSAE. However, for simplicity reasons,
" = 2 the decoder parts of each basic SAE are ignored3Jig
+a§lKL( AIE) + o, Functionf, which modifies an input raw pixel of a
patch to anovel characteristic depictidn?, is theresult
Stacked Sparse Auftncoder(SSAE) of the SSAE. In the input layer, which is actually the

) first layer, the input represents the raw pjxel intensity of
The SAE is a neural net gitiRagd whithlsVd8nbt¥d®as a cBlidnth véctor BisE64 O S
multiple layers where the each layes o ut put i spixhijflehshyd TheOnuhde® of input units can be
input of the consecutive layer. The SAE used in our work ispresented as 664 = 4096 in the input layer. There are

composed of two autencoder layers and a softmax layer. 150 Hidden units in the first hidden layer compared to
Various auteencoder layers are stacked together form anqng nidden units in the second one.

unsupervised pretraining stage from Layer one to Layer

Encoder Decoder

-
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1
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1 1 2 in ut
Automatic Story Segmentationfor NewsTV ECR(nR=m X
At this stage, no prior information about the ¢S 2)

structural features dflews Program§@NP) is provided. It

is, therefore, essential to implement a fully automatic where,s is the number of edge pixels in the framand
process for modeling this structurusing image x"and x* are the entering and exiting edge pixels in
processing features. This modeling is realized in threeframesn andn - k, respectively.

steps:Stepone is dedicated to shot boundary detection. During the shotsoé detecti
Step two involves identifying shots where the face of the used withk = 10 for a temporal distance of 10 images.
anchorperson appears using optical flow to extract theFor the detection of hard cuts, two values are calculated:
keyframe from tlese shots. The last step is based onThe first is the neafar ratio which describes the ratio
unsupervised classification to identify the between the ECR values of two successive images (near
anchorperson by Singleinkage Clustering through ECR) and the ECR value between the current insagk

CNN Features extraction. the 10th image (far ECR). The second one is the far last
. far ratio which is the ratio between the current value of
ShotBoundary Detection far ECR and the previous value of far ECR.

Segmentation into shots is considered to be among This phase consists in the assembly of all the shots
the first contributions tdhe analysis and structuring cgrrlpoal]ng thednews. Itn ortlier tlo defllr]tl_l::a t_Op';s’ ]E_hetse
of video by content as it is the starting point of any shots then undergo two levels of i eringhe firs
. . aiming at extracting the keyframe from these shots and
process of macrgsegmentation of video content. the second at identifying the anchorperson
Indeed, the units (shots) resulting from this '

segmentation constitute the inputs of any phase ofKeyFrame Extraction Using Optical Flow

_conte_nt_ structuring an_d ar also _the basis _for After segmentation of the news video sequeinte
|dent|fy|pg other units V\(lth a semantic level of higher shots, the next step is to retrieve the keyframes from
granularity, such as topics for the case of News. these shots. The extraction of keyframes (representative
The variety of segmentation into shots techniquesframe) has an important influence on the performance of
proposed in the literature is strongly linked to the content multimedia, like the extraction of the keyframes
diversity of the types ofhanges (abrupt transitiofade, in the video and represetive view selection for objects
etc,). Yuanet al (2007) conducted an analytical study (Gaoet al, 2011) An anchorperson shot must last more
of the main approaches proposed in the literature. Basethan 2 s, thus those shots with a lifetime less than 2 s are
on this study, we opted in the present paper for the Edgéejected for anchorperson shot detection. In addition, the
Change Ratio (ECR}Jacobset al, 2004) technige  frames in one anchorperson shot should be Ihigh
based on its performances in shots detection. ThisSimilar, whereas there may be a bigger difference in
method consists in changing the edges of objects (FigN€Ws report shots for camera and object movement.
6) in the frames across a border. In other Words’Therefore, if big enough change occurs in one shot, it

structural discontinuity is accompanied by temporal cannot be an anchorperson shot candlda}te. In-an
. : S anchorperson shot, all frames are very sim(ig. 7),
visual discontinuity.

. . . . whereas in the news report shot (F8), with camera
.ﬂ? ?hthe kl)as||st_of thlfafr?mptlon, ;[he te(;h_nlque_starts d movement, the change between different frames in the
\c,)vLIthoini; zzr?tlj) Srlsort])ect)wee?q [t)vigci?w?ai;%es ot incoming and g, may be greater and can be detected by the
Thus, the value of ECRi(k) between the imagesk difference between the first and the fourth frame based

andn is calculated as ifBgquation2): on optical flow to analyze the cham@ one shot.

Fig. 6: The edges in two consecutive video frames
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Fig. 7: Anchorperson shot frames

Fig. 8: News report shot frames with object movement

The extraction of keyframes algorithm is described as using the differential method of Lucas and
follows: Kanade (Gnoumat al.,, 2016)

Step 1: Testthe length ofach shot and cast those shots Opt i c al pbow algorithms esti
with a lifetime lower than 2s between two images. The basic assumption for the

Step 2: Calculatethe moving area value between the opt i c al pow calcul ation i s
first and the fourth frame positions for each shot conserved. It is assumed that the intensity, or color, of
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the objects has not c thea n yextdr paraneteis yof amotton, ythe b Lexktanadés n
two images. Based on this ideag Wwave the following  mehod consists tesearchthe velocity vectorV the

assumption point (u,v) as the solution of:
(xy.t+1) 3(x ¥,y V& ) 5 | s
(3) V(u,v) =argmax § gﬂ L #uu (5)
WEX Mty
where, V = (Vy,V,) is the vector of velocity. Then, by
derivation, we obtain t he Toweaplain th« repragentationpof ithe rmute ofptbew
constraint equation: optical flow field, the vectors in the original image are

supermposed speeds. We can also use the color map

' to represent the direction of flow as well as its
bl.L G . . .
Ht (4) intensity (Fig.9). '
In the color map, the velocity vectors are represented
A di by the colors contained within the circle. Each vector is

where Bl =s—,— is the gradient of the imag&@he encoded by the color thatditates its origin at the center
chx dy of the circle. The intensity varies from black to full color

gradient constraint equation given in (2) is in two until a maximum speed to display white.

unknowns and cannot be solved. This is known as the If the intensity of light between the first and fourth

aperture problem of the famdsipssifion (Figlo) s less Than 3G hénVt@an Beh i s
aperture problem, Lucas and KanadPhara and  concjudedhat this is an anchorperson shot, if not, i.e., if

Saurabh, 20)5compute the opticglow onapoint(uy) —  he yajue of the intens(if/ is v(iry important and higher

oo ; ; I
considering that the mot i on i s constt%rhtso.l n .
it cah be & ef t shot.
neighborhood of this point. Let us notg= (a,b) the © ft can be Lonsidersd as a report sho

Fig. 9: Realtime estimation of Optical Flow for key frame extraction. Intensity of whiteery Yow to designate an anchorperson
shot(top). The intensity of white is very important to indicate a report shot (bottom)

Anchorperson shots Reportshots

Fig. 10: Light intensity range
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Identification ofAnchorperson Shots Step4:Repeat steps 2 and 3 until all faces are clustered

- . . into one cluster of sizH
The main idea of our approach is to classify all the

faces detected according to an unsupervised ) . o )

classification. Thus, the anchorperson face belongs to the Singlelinkage clustering is used in step 3ve

cluster having the largest size. consider that. the distance between one cluster and
To achieve this classification, we go through the step@nother one is equal to the shortest distance from any

of extracting the features of all the faces, as inputs to thdace in one luster to any face in the other.

classification process, using the CNN technique.

Features Extraction Using Convolutional Neural Algorithm of SingleLinkage Clustering:
Network L: Level of clustering

_ _ ~m: Sequencaumber
Deep learning refers to a set of automatic learningn: Numberof clusters

methods that are based on the artificial neural networkCi: a cluster, i belongs to {1,..,n}

This new type of learning is used to model daga with r,’s, j belong to {1, .., n}

high level of abstraction. Indeed, this technique providesp: Theproximity matrix, D(i,j)=d(Ci,G)

a significant and rapid progress in fields of signal start

analysis, object recognitioand computer vision. It is | (0)= 0, m= 0, min = 10**20 (very big number ~ infinjty
also basecn the use of a set of ndinear processing  while (n not equal to 1)

layers for extractingind transforming features. Thus, each for i in range(n1):

layer takes as input the output of the previous one. Deep for j in range(i+1,n)

learning is characterized by a mudtvel learning of details if d(Ci,Cj)<min:

or data representations, called levels of data abstraction. We min = d(Ci,Cj)
find several architectures of deleprning, namely the CNN (r,s) = (i,j)
and the convolutive prarained neurons (the transfer m = m+1

learning). The latter regroups two types of classification that | (m) = d(Cr,Cs) k= r
are finetuning and the automatic extraction of features. In  Ck = merge(Cr,Cs)

the present work, we use the transfer learningiigabk for foriin{1,..,n}

anchorperson classification and especially the fine tuning removeD(i,s)

method. In what follows, we will detail the previously cited remove D(s,i)

architectures of deep learning. foriin{1,..,n1}:

Classification Using Hierarchical —Clustering Dek, 1) = min(d(Cr,Ci),d(Cs,Ci)
g D(i,k) = D(k,i)

Algorithm n=n-1

CNN features vectors are given as infuHierarchical
Clustering Algorithm. That partitions the related dataset of ~ After the hierarchy of clusters is provided, the
key frame by building a hierarchy of clusters. optimal number of clusters is presented based on a data
It uses the distance matrix requirements for clusteringrepresentation tree. Therefore, the clusteictvicontains
the key frame and constructs clusters step by step. Athe largest number of faces is considered an
each step of the hiarchical clustering, the data are not anchorperson. The data representation tree in blue (Fig.
partitioned into a particular cluster. It takes a sequence ofl1) is considered an anchorperson. Thus, here our base is
partitions, which may run from a single cluster containing labeled as an anchorperson and as not anchorperson.
al | o bnpdustersseadch contdining a single object. News Story Segmentation Using AlexNet
In the present work, we have a &&tN key frames Convolutional Neural Network
(faces) to be clustered, thus these steps should be followed:
According to the proposed approach, the structuring
Step1:Start with assigning each face to a cluster so thatof News TV content by segmentation into topics is
for N faces, we now have N clusters each carried out according to two modes: Statdne mode
containing only one face. Let the distances Of Rewire mode. The former is operated inlofé and is
betweenthe clusters be the sams the distances used wien the NP we want to structure is presented for
between the faces thepntain the first time as input to the system. In this case, all the
Step2:Find the nearest pair of clusters and merge themstepsof the learning phase of the structure are performed.
into one cluster so that there is one cluster less  Segmentation into topics is, therefore, an immediate use of
Step3:Calculate the distances (similarities) between thethe results provided at theutput of the anchorperson
new cluster ad each of the ancient cluste identification step using theAlexNet CNN technique.
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Fig. 11: Hierarchical clustering of images

This can be operated dme. Indeed, in the case { 3 Maximum Pooling (33)
where the NP has already been processed by th& Fully Connected Layer (4096 nodes)
system once, it is obvisuthat it is stored in a ¢ Rectified Linear Unit Layer Activation (RELU)
database. This database is composed of a set of Fylly Connected Layer (4096 nodes)
anchorpersons. Thus, when the NP is presented Rectified Linear Unit Layer (RELU)
second time as input to the system, the frames of th
anchorperson are deployed from the database and the
problem of structuring is rected to identify the
anchorperson in the video stream. Our database is The proposed AlexNet CNN architecture is
trained usingAlexNet CNN to categorize two classes illustrated in Fig 12. In the proposed method, image
of our database. If the anchorperson is detected, dnput layer is a prgorocessing layer in which the input
change of subject is reported. frames are dowssampled from 640480 to 227227
AlexNetArchitecture in term; of spatial resolutioh to minimize the
_ _ calculation cost of the deelearning framework. The
Here, theAlexNet CNN deep larning architecture  proposed system utilised fiv@onvolutional(CONV)
(Krizhevsky et al, 2012) is used for images |ayers pursued by threRooling Layers(POOL) and
classification in news videos. The network is profounder Rectified Linear Unit (RELU). A total of 96 kernels of
than the standard five convolution layer CNN with . . .
{elatlvely large size BI1133 are used for the first

ursued by three maximum pooling layers. A decrease o g )
P y b g 'ay convolutional layer ad 256 kernels of size3®D for

0.5% is carried out on the Ify connected layers to i _
circumvent data  overfiting. The  architecture the second convolutional layer. For the third, fourth

Softmax out

encompasses the following components: and fifth layers, 384 kernels with sizé 3 have be
employed. Each convolutional layer produces a

f 1 Convolution with 1111 kernel size (LCONV) feature map. The feature maps of the first, second and

1 Rectified Linear Unit Layer Activation (RELU) fifth convolutiond layers are used in combination

1 Response Normalization Layer with pooling layers of 33 and stride of 22. The

1 1 Maximum Pooling (24 kerrel) framework is composed of eight layered architectures

1 2 Convolution with 35 kernel size (2CONV) with 4096 nodes. This is generates the trainable

1 Rectified Linear Unit Layer (RELU) featuremaps These feature maps are exposedudy

1 Response Normalization Layer Connected(FC) layers then Softmax activation is

1 2 Maximum Pooling (33) effected to identify the classification probabilities

1 3 Convolution with 33 kernel size (3CONV) used by the final output classification layer. These

71 Rectified Linear Unit Layer Activation (RELU) classification probabilities in the Seiftax layer can

1 4 Convolution with 33 kernel ste generate categories of up to 1000 different classes, but

1 Rectified Linear Unit Layer Activation (RELU) in our dataset, we have only two classes.
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Fig. 12: AlexNet CNN architecture of the proposed framework

Convolution Network Layer response normalization layer for extracting the

o S . . maximum feature maps from the input frames.
This is the most significant layer in deep learning

phenomena of neural networks that generates the featurE . tati dR It
maps which are subjected to classificatiayers. It Xperimentafion an esuits

consists of a kernel that slides over the input frame,Experiments ofPrograns Identification in TV
which generates the output known as feature map. Algtreams

every location on the input, we performedatrix

multiplication followed by integrating theesult. The For the evaluation of programs identification in TV
output feature map is defined as: stream, we used a corpus from several TV streams from
five digital TV channels: LCI, Itele, M6, France 24 and
N L N L RTV. These streams were either captured using a
Ny =——= ;N =———~ (6) satellite map o downloaded from live streaming
S S} addresses on the web.

The dataset is composed of StandBefinition

where (Ny, N,) is the width and height of the output Television (SDTV) resqlution videos. with a fram_e
feature map of the last layer afid,, L,) is the kernel ~ rate equal to 25. Videos resolutions are varied
size,(S, S) that defines the number of pixels skipped by (512288, 320x240 and 640x360). Table 1
the kenel in horizontal and vertical directions and index recapitulates thelataset description and the results of
r indicates the layer i.er,= 1. Convolution is applied on Programs identification in TV stream.
the input featurg map and a kernel to get the outputggap Training
feature map that is defined as:
As can be seen in Figure 13, the layered gourmet

_( 1% approach is used in the pmaining of SSAE through

X (m=(3N(m ) ) training each layer at a time. Then, we use the trained
SSAE b classify TV programs.

where X; (m, n) is a two-dimensional output feature map Firstly, we use the SAE figures on the raw inpute

obtained by convolving the twdimensional kerneR of learn principal characteristid$?(x) on the raw inpuk

size (x Ly) and input feature map The sign * is used by adjusting the weight(?.

to represent the convolution betwednand R. The Then, the raw input is introduced into this trained

convoltion operation is expressed as: sparse autencoder to obtain the ipmary feature
activationsh¥(x) for eachof the input imagesx, which

) ) are used as@)the Araw inputo t
_m PR LA S subordinate characteristib$)(x).
X(mn=a p:%z a, %2 Am-pn 4R py ®) Subsequently, the principal features are fed into the

second SAE to activate the suboatin featuré®(x) for
each of theprincipal characteristici®(x) (those are
In order to train the dataset with maximum accuracy, linked to the principal characteristics of the respective
we applied five CONV layers with RELU layer and inputimages).
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Fig. 13: Stacked sparse auemcoders
Table 1: Results of programs identification

TV channel Number of programs Number of program identification
M6 48 46

RTV 52 44

LCI 112 114

Itele 78 75

France 24 66 70

All channels 356 349

Table 2: The results of program classification on the Experiments ofews Story Segmentation
TRECVID database for different techniques

Methods Rate ofclassification At this level, two experiments are conducted. We
Our Approach 96% build a dataset of news program from different
IP using PL 93.51% channels to achieve comparative results with similar
POl and CCV 89.08% works and we carry out a second experiment on the

] TRECVID dataset. N
- Those subordinate chaw actmgipsbrindhde of the prHppsed algdrihm fid a
inputo of a softmax or SVMsedkdddrstdring/d? precisidn YateC redalerét@Ring Z ©

TV programs input images. score. The terms are defined as follows:
Afterwards, the three layers are grouped to form a 2

hiddenlayer SSAE. As can be seen in (Fi§3), a Correct

Softmax classifier is introduced in the final layer in order Precision rate=————————3 100¢
to evalate the proposed technique given that the Corrent+ False
Softmax is an activation function used in classification. Recall rate 2% 100%
Finally, we apply the fine tuning with the Corrent+ Missed
backpropagation algorithm to all the hidden layers to F1=0s RecalP® Precision

enhance the stacked atencoder performance. Recall+ Precision

In what follows, we outline the experimentations and
we detail the results. To experimentally assess theExperiments on NewBataset from TV Streams

proposed technique, a vast and varied corpus of video i ] )
streams of programs jingles (Fi#). In the first experiments, we use ten recordings of news

A set of stacked autencoders is applied to our Programs from different channels. Among which, two news
features. The obtaineBSAE has two hidden layers with Program recordings are used from each charie first
a Softmax classifier in the final layer (Fig. 15). one for the segmentation in staatbne mode and the other

It is clear that the results obtained are quite for the rewire mode. We also create a ground truth which
encouraging. In fact, we get a classification @t&6% contains the number of shots, face shots and anchorperson
(Fig. 16). These results validate our appro&€hble 2) shots for each news prograifaple 3). First, we conduct
and furtter confirm the value of awencoder compared to the detection of all shots and the face identification. Good
the (Zlitni et al, 2015) technique, which uses the rates for shotsand facesshot (Fig. ¥) improve
signatures of the spatial and temporal descriptors (POl andinchorperson shot detection and therefore topic detection.
CCV) and (Mansoret al, 2009), which uses IP segments We train our dataset usingjexNet CNN to classify
(IP using PL) without usingreference dabases or two different classes presented in our dataset. Transfer
metadata to segment the stream into program segments.|earning of a network is presented in Fi§.
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Table 3: Ground tuth of TV news segmentation

TF1 LCI France24 Itele M6

NP1 NP2 NP1 NP2 NP1 NP2 NP1 NP2 NP1 NP2
Shot 353 290 350 310 414 370 360 270 446 442
Face shot 250 160 186 120 231 198 210 135 280 275
Anchorperson shot 50 46 58 35 117 106 55 30 75 68

Encoder Encoder

Fig. 15: An illustration of SSAE composed of 2 hidden layers and a Softmax classifier

95,45°092 98 13,9615
87,5 :

M6 RTV LCI
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90,5892,88

All

Fig. 16: Recall and precision rates of programs identification
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Fig. 17: Face and shot detection
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Fig. 18: Transfer learning oAlexNet CNN network

Training the video stream of the NP2 is undetermined. One of the

, ) immediate improvements to overcome this problem is to
The network takes four epochs in four to five days Ot ke into account sever al

train on two GTX 580 @&phic Processing Units (GPU). An rogram in the dataset

epoch is the number of times training vectors are used t(g)

update the weights. In the proposed system, each epoch h&sxperiments on TRECVIDataset
500 iterations of the dataset. A stochastic approximation of . . .
gradient descent is used to perform trairiegations on the The second experiment is carriedt an TRECVID

dataset. The Stochastic Gradient Descent (SGD) is appliegoo_3 benchmark. We select this dataset, which is the only
with a learning rate of 0.0001, momentum of 0.9 and available benchmark and the most adopted by scholars, to

weight decay of 0.0005. compare our results _to _those of recent works. The

We then carried out the evaluation of our approachTRECV|D 2003 collection include more than 2900 story
based on the two modes: "staabne" and "Rewire” Poundaries (Smeatcgt al, 2003). TV news programs of
(Fig. 19). this dataset are selected from various channels (CNN, ABC,

These results show very satisfactory performance in€tc.). In these experiments, we compare the results obtained
both modes with an average detection rate of about 90%PY our approach of structuring the news program with other
Only 10 out of 100 detections are missed. This rate offecent works of the state of the art (Zliei al., 2015
missed detections can be explained, first, by the missed?umont and Quénot, 2012; Kannamd Guhg 2019).
detections of the face stsoand then by the low detection These works for the structuring of the news program are
rate obtained in the case of the France 24 NP with thédased on the exploitation of the anchorperson as anchor
"Rewire" mode. In fact, in this case thachorpersoin points of reference for the identification of topics. In
NP2 is different from the anchorperson in NP1. As a addition, all these worksused the TRECVID 2003
result, the face tracking method stored in the dataset anttenchmark during the evaluation process.
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To obtain an accurate comparison with other works, the precision, recall and F1 metrics. The comparative
we use the same metrics as those defined in (&ital., results (Fig.20) demonstrate the performance of the
2015. We therefore evaluate the performance of newsproposed. This performance is better when the stand
segmentation of stardloneand rewire modes using alone mode is used.
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Fig. 19: Rate of topics detection using sta@dne and Rewire modes
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