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Abstract: Obesity has become a global epidemic that has doubled since 
1980, with serious consequences for health in children, teenagers and adults. 
Obesity is a problem has been growing steadily and that is why every day 
appear new studies involving children obesity, especially those looking for 
influence factors and how to predict emergence of the condition under these 
factors. In this study, authors applied the SEMMA data mining methodology, 
to select, explore and model the data set and then three methods were 
selected: Decision trees (J48), Bayesian networks (Naïve Bayes) and Logistic 
Regression (Simple Logistic), obtaining the best results with J48 based on the 
metrics: Precision, recall, TP Rate and FP Rate. Finally, a software was built 
to use and train the selected method, using the Weka library. The results 
confirmed the Decision Trees technique has the best precision rate (97.4%), 
improving results of previous studies with similar background. 
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Introduction 

The World Health Organization (WHO) (OMS, 2016), 
describes obesity and overweight as excessive fat 
accumulation in certain body areas that can be harmful for 
health, the number of people that suffers from obesity has 
doubled since 1980 and also in 2014 more than 1900 
million adults, 18 years old or older, are suffering from 
alteration of their weight. Some of the causes of 
overweight are the increase of intake of energy dense 
foods that are high in fat and decrease in physical activity 
due to the nature of a sedentary types of work, the new 
transportation modes and increasing urbanization.  

According to (Gutiérrez, 2010), obesity is a public 
health problem worldwide and it can emerge in adults, 
teens and children.  

Hernández (2011), the authors show that obesity can 
be considered a disease with multiple factors, having as 
symptom, the uncontrolled increase of weight, due 
excessive intake of fat and energy consumption. 

Obesity can be caused by biological hazard factors 
such as hereditary background, so there can be several 
kinds of obesity as: Monogenic, leptin, polygenic and 
syndromic. Besides, there are other risk factors as social, 
psychological and eating habits as mentioned by 
(Zhingre and del Cisne, 2015). On the other side, authors 
as (Olmedo, 2011) propose other determining factors for 

obesity such as “being only child, family conflicts as 
divorce, depression and anxiety”.  

Based on the previous statements and the literature 
you can find in many studies working the obesity 
influence factors, they have implemented several data 
mining techniques as you can find in (Davila-Payan et al., 
2015; Manna and Jewkes, 2014; Adnan and Husain, 
2012; 2011; Adnan et al., 2010; Dugan et al., 2015; 
Zhang et al., 2009; Suguna, 2016; Abdullah et al., 2016). 
Data mining is a discipline that studies massive data 
sources, with the objective of obtaining new information 
from it, to support decision making.  

Several authors have studies to analyze the disease 
and generate web tools to calculate the obesity level of 
a person, nevertheless such tools are limited to the 
calculation of the body mass index, omitting relevant 
factors such as family background and time dedicated 
to. Based on this, the authors considered an intelligent 
tool was needed to be able to detect obesity levels on 
people more efficiently. 

This study had the objective of implementing 
several data mining techniques to determine if one 
person suffers from obesity. The methodology of the 
study was: Analysis of previous studies, creation of 
the dataset, analysis of data mining techniques, design 
and implementation of the estimation obesity tool, 
results and conclusions. 
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Previous Works 

Obesity has become an area of interest for research 
and many studies can be found working with the factors 
that produce the disease. Next, you can find a brief 
review of works proposed by different authors that 
implement data mining techniques on datasets with 
attributes related with this health issue. 

Davila-Payan et al. (2015), a logistic regression 
model was presented to estimate the probability of body 
mass index on children from 2 to 17 years old in small 
geographic areas. Their results confirmed that estimates 
in small geographic areas are essential to generate 
effective interventions and to help planning of possible 
solutions to the problem.  

Manna and Jewkes (2014), a computational model 
was presented using fuzzy signature to understand and 
manage intricacies on the data of children obesity and a 
solution that could handle the risk associated with early 
obesity and children motor development. Their study 
used fuzz signatures based on fuzzy logic, a 
computational paradigm that provides a mathematical 
tool to handle uncertainty and imprecision, quite 
common in human reasoning.  

Adnan and Husain (2012), a framework was presented 
with a hybrid approach, based on Naïve Bayes for 
prediction and genetic algorithms for parameter 
optimization, applied to the problem of predicting children 
obesity, with a low rate of negative samples compared to 
positive samples. As result, they obtained 19 parameters to 
be implemented in prediction with a precision of 75%.  

Adnan and Husain (2011), they had an initial approach 
to the study of predicting children obesity, collecting 
information from primary sources: Parents, children and 
caretakers. The authors identified risk factors such as: 
Obesity and level of education of the parents, lifestyle and 
habits of the children and influence of environment. The 
proposed framework uses a hybrid technique of Naïve 
Bayes and decision trees called NBTree. 

Adnan et al. (2010), the study used data mining to 
predict children obesity. The purpose of the proposed 
survey was to provide the necessary knowledge for the 
obesity problem, introduce data mining for prediction, 
describe the current efforts in that area and show the 
benefits and weaknesses of each technique used. The 
techniques involved were Neural Networks, Naïve Bayes 
and Decision Trees. 

Dugan et al. (2015), the authors generated a 
predictive study of children obesity with subjects older 
than 2 years old, using exclusively the data previous to 
their second birthday using a decision-making system 
called CHICA. The methods analyzed included: 
RandomTree, RandomForest, J48, ID3, Naïve Bayes and 
Bayes. Their results showed that ID3 had better behavior 
with 85% in precision and 89% in sensibility. 

Zhang et al. (2009), the authors presented a 
comparison of logistic regression with six data mining 
techniques for children overweight and obesity prediction 
in 3-year-old subjects, using data at birth, at six weeks, at 
8 months and two years old respectively. Authors noticed 
an improvement in the precision of prediction in the cases 
of 8 months and 2 years old in more than 10%. The 
techniques used were Decision Trees, Association Rules, 
Neural Networks, Naïve Bayes, Bayesian Networks and 
Support Vector Machines. 

Suguna (2016), the authors provided a framework 
using the Child and Adolescent Health Measurement 
Initiative (CAHMI) dataset, that analyzed obesity in 
children between 10 and 17 years old. The proposed 
model uses Decision Trees with three different 
algorithms: Simple Cart, J47 and NB Tree. 

Abdullah et al. (2016), the study showed a children 
obesity classification in grade school 6, from two 
different Malaysia districts. From the information 
collected, the authors created 4245 full datasets and they 
applied the classification techniques: Bayesian 
Networks, Decision Trees, Neural Networks and Support 
Vector Machines (SVM). 

Husain et al. (2013), the authors presented 
MyHealthyKids, an intervention system for primary 
schools with the goal of handling and reducing children 
obesity problems. The system was composed of three 
modules: Obesity prediction, persuasion and recipe 
suggestion. The prediction module was based on Naïve 
Bayes to identify children that are prone to obesity. Tests 
showed that the system had a precision of 73.3% and 
great response from children.  

Materials and Methods 

This study used data related with young 
undergraduate students between 18 and 25 years old, 
including nationals from Colombia, Mexico and Perú. 
The size of the sample was 712 records, based on the 
surveys applied to 324 men and 388 women.  

To initiate the process of collecting information, it 
was necessary to select the right number of students and 
they were surveyed with a series of questions to identify 
their obesity level, considering several factors such as 
age, weight, sex, physical activity frequency, fast food 
intake and others, that could help to describe the 
behavior of obese people. With the information gathered 
by the survey, it was possible to create a dataset and then 
the authors performed several types of analysis to 
discover patterns about the factors that influence the 
emergence of obesity in young students.  

The methods and techniques used in the 
experimentation process of this study, refer to Decision 
Trees, Naïve Bayes and Logistic Regression. 

To identify the obesity levels, we used the table 
provided by WHO (Table 1), to categorize correctly the 
data analyzed based on the BMI. 
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Dataset 

The main causes for development of obesity are 
related to a high intake of calories, decrease of energy 
consumption (due to lack of physical activity), genetics, 
socio-economic factors and/or anxiety and depression, 
according to (Gómez and Ávila, 2008). 

To create the dataset, first we searched for literary 
sources with the purpose of identify the main factors or 
habits that contribute to obesity. The dataset generated 
had 18 variables that make possible to determine if a 
person has the pathology, the information was collected, 
by the authors, through a survey and applied to 

undergraduate students of universities in Colombia, 
México and Perú. 

In Table 2 you can see the factors considered to 
obtain the obesity levels with their corresponding values.  
 
Table 1: BMI classification according to WHO and Mexican 

normativity (DO, 2010) 

BMI Classification 

Underweight Less than 18.5 
Normal 18.5 to 24.9 
Overweight 25.0 to 29.9 
Obesity I 30.0 to 34.9 
Obesity II 35.0 to 39.9 
Obesity III Higher than 40 

 
Table 2: Dataset description 

Attributes Values 

Sex H: Male 
 M: Female 
Age Integer Numeric Values 
Height Integer Numeric Values (Mt) 
Weight Integer Numeric Values (Kg) 
Family with overweight / Obesity Yes 
 No 
Fast Food Intake Yes 
 No 
Vegetables Consumption Frequency S: Always 
 A: Sometimes 
 CN: Rarely 
Number of main meals daily 1 to 2: UD 
 3: TR 
 More than 3: MT 
Food intake between meals S: Always 
 CS: Usually 
 A: Sometimes 
 CN: Rarely 
Smoking Yes 
 No 
Liquid intake daily MU: Less than one liter 
 UAD: Between 1 and 2 liters 
 MD: More than 2 liters 
Calories Consumption Calculation Yes 
 No 
Physical Activity UOD: 1 to 2 days 
 TAC: 3 to 4 days 
 COS: 5 to 6 days 
 NO: No physical activity 
Schedule dedicated to technology CAD: 0 to 2 hours 
 TAC: 3 to 5 hours 
 MC: More than 5 hours 
Alcohol consumption NO: No consumo de alcohol 
 CF: Rarely  
 S: Weekly 
 D: Daily 
Type of Transportation used TP: Public transportation 
 MTA: Motorbike 
 BTA: Bike 
 CA: Walking 
 AU: Automobile 
IMC WHO Classification 
Vulnerable Based on the WHO Classification 
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Finally, the dataset is a product generated based on 
the answers of the students who applied to the survey. 
Next, several data mining methods or techniques were 
applied to extract information that can be used to identify 
people with tendency to suffer obesity.  

Decision Trees 

Decision trees are considered classification 
algorithms with high performance, the most popular ones 
have been implemented in several tools and their names 
are ID3, C4.5, C5, BFTree and RandomForest. 
According to (Safavian and Landgrebe, 1991) decision 
trees can be used in many research areas as: To classify 
radar signals, text recognition, medical diagnoses, expert 
systems and others, with high levels of success.  

Decision trees are classification methods that take the 
analyzed data and use a representation in a tree data 
structure, to provide better insight of the information 
from the data. 

Martínez et al. (2009), a Decision tree was defined 
to perform inductive learning from observations and 
logical constructions, like the predictive systems 
based on rules, that allow to represent and categorize 
the data subject to analysis. 

According to (Chang and Pavlidis, 1977), one of 
the main advantages of using Decision trees is that 
they can decompose a process that has many factors in 
a set of processes of less size and obtain solutions 
easier to interpret. 

Naïve Bayes 

A Bayesian network is considered, according to 
Edwards (1998; Edwards and Fasolo, 2001), a structure 
composed by four levels. In the higher level, you can 
find a set of variables represented by nodes and arrows 

that are related in terms of influence. In a lower level, 
you can find the levels or states, also known as space of 
states (Nadkarni and Shenoy, 2001; 2004) that can 
assume each of the variables of the model. In third place, 
the level is composed by a set of functions of conditional 
probability, one for each node, where you can find the 
probability of occurrence of each state of the variable, 
considering the possible values of the variables that 
determine their value. In the lower level you can find a 
set of algorithms that allow the network to recalculate 
the probabilities assigned to each level when there is new 
evidence about the model.  

It is relevant to highlight that a Bayesian network 
is based on two elements, a qualitative dimension and 
a quantitative dimension (Martínez et al., 2003). The 
qualitative dimension is based on graph theory and 
probability theory (Ríos, 1995). According to   
(Spirtes et al., 2000) a Bayesian network is a type of 
graph called Acyclic Directed Graph (ADG).  

There are three key elements that form the 
quantitative dimension of a Bayesian network: The 
probability concept, the Bayes Theorem and the 
probability conditional functions. The probability can 
be understood as something subjective, such as the 
level of belief of an event (Dixon and Pastor, 1970) 
and this concept of probability is called Bayesian and 
is derived from the principle of insufficient reasoning 
or uncertainty principle (Cowell et al., 1999). 

The Bayes Theorem is deducted from the axiom 
that relates the probability of the event intersection 
and the conditional probability, which can help to 
work in an efficient way with the propagation of 
probabilities in graphic models in terms of conditional 
dependence or independence (Cowell et al., 1999). 
Next, you can see in Fig. 1, an example of the 
structure of a decision tree. 

 

 
 

Fig. 1: Decision Tree Structure (Martínez et al., 2009) 
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A Bayesian network basically updates the 
probabilities inside an acyclic directed graph, 
considering the conditional independence principles 
when new evidence is added to the model. 

A Bayesian network needs a set of conditional 
probability functions, one for each variable or node in 
the network, the ones that will be applied the Bayes rule. 
Specifically, each variable of the network is 
characterized by a conditional probability table that 
represents the values that can assume that variable 
considering the values of the set of variables that is 
dependent, following Cowell et al. (1999). 

Logistic Regression 

Logistic regression is a multivariant statistic 
technique that can estimate the existing relationship 
between a variable dependent non-metric, dichotomic 
and a set of variables independent of metric and non-
metric. Systematically, the logistic regression has two 
objectives: The first, is to study the influence of the 
probability of occurrence of a specific event, the 
presence of several factors or not and the value or level 
of these; the second is to determine the better fit model 
that describe this relationship between the response 
variable and the set of variables to predict as mentioned 
by (Salcedo, 2002). 

According to (Kurt et al., 2008), logistic regression is 
useful for situations where you need to predict the 
presence or absence of a feature or output, based on 
values of the set of variables to predict. It is similar to a 
regression linear model, but it is more appropriate for 
models where the dependent variable is dichotomic.  

The main goal of logistic regression is to model the 
influence of the variables that need to be predicted related to 
the probability of occurrence of those variables. 

SEMMA Methodology 

The SEMMA Methodology was developed by the 
SAS Institute, including the processes of selection, 
exploration, modeling of big datasets to discover relevant 
information or patterns as mentioned by (SASI, 2017). 

According to (Moine et al., 2011), the SEMMA 
methodology have five basic phases which are: Sample, 
Explore, Modify, Model and Assess. From (Olson and 
Delen, 2008) SEMMA facilitates the statistic 
exploration, the visualization techniques and the 
selection and transforming of the relevant variables in 
prediction, also can model the variables for prediction 
processes and later validate the precision of the model. 
In Fig. 2, you can see the relevant aspects and stages of 
the methodology. 

In this study, each phase of the SEMMA 
methodology was implemented to obtain finer control of 
the activities developed starting with the data collecting 
stage to the results stage, so the authors could validate 
the capacity and quality of the proposed model.  

 
 
Fig. 2: SEMMA Methodology 

 
Evaluation Methodology for Data Mining Methods 

and Techniques 

This study proposed a software for prediction and 
detection of obesity levels in young people. With this 
goal in mind, we performed the stages based on the 
SEMMA methodology.  

First, we proceeded to the dataset creation, from the 
information collected by the survey, as described in 
section 3.1. 

After the dataset creation, we validated the data, 
looking for missing values, atypical data and the 
correlation level between variables, which it is lower 
than 0.5, so we can be sure that the stored data and the 
basis for the software implementation and the data 
mining methods, are correct. 

Once the dataset was validated and prepared, the data 
mining techniques and methods were applied, using the 
Weka tool, that has a set of algorithms that can be 
applied to many situations. In this study, the methods 
used were Decision Trees (J48), Bayesian Networks 
(Naïve Bayes) and Logistic Regression (Simple 
Logistic).To validate the model and selecting the best 
technique, we used the precision metrics Recall, TP Rate 
and FP Rate. For the training process, we used crossed 
validation, as mentioned by (Palechor et al., 2015), to 
use part of the data for training and other part for testing, 
to guarantee optimal results and avoiding over training 
issues. The proposed model considers classes or 
categories, the values of underweight, normal, 
overweight, obesity level I, obesity level II and obesity 
level III, as you can see in Table 1.  

Software Development 

The proposed software was based on the dataset 
created and implements the best data mining technique 
of the study. Next, you can see the flow diagram of the 
development of the software in Fig. 3.  

Sample (representative sample extraction). 

SEMMA 

Explore (detection, identification of abnormal data). 

Modify (data modification). 

Model (application of data mining techniques). 

Assess (Quality validation of the model). 
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Fig. 3: Flow diagram for software development 

 
 
Fig. 4: Using the weka toolkit (weka.jar) 

 

 
 

Fig. 5: Presentation Form of the proposed software 

 
For the development of the software we used the 

NetBeans IDE, based on Java. To be able to use the 
data mining methods, we added the Weka Toolkit 
(weka.jar), in Fig. 4 you can see the library import in 
the tool used for it. 

Once the library was imported, we proceeded to 
coding the classes, methods, procedures and forms as 
you can see in Fig. 3.  

First, we designed the presentation form, to help 
describe the tool. You can see it in Fig. 5. 

Database 

definition ARFF creation 

Use of software Method testing 

ARFF training 
Prediction from 

the data provided 

by user 

CAD_Niveles_Obesidad 

Source Packages 

Conjunto_Datos 

modelo_modificado.model 

prueba.arff 

Imagenes 

cad_niveles_obesidad 

Presentacion.java 

clasificacion.java 

form1.java 

help.java 

instancia.java 

libreria 

otros 

Test packages 

Libraries 

weka.jar 

JDK 1.8 (Default) 

Test Libraries 

Information System for Detection of Obesity Levels in Youth 

Information System for Detection of Obesity Levels in Youth 

It is a tool that allows the identification of the degree of 
obesity in young people, through the use of data mining 
techniques or techniques. The decision tree is the method 
that yields better results in metrics such as precision, 
coverage, true positive rate and false positive rate. The data 
handled in the software must have a specific format defined 
by the tool administrator. 

Enter 
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Fig. 6: Form for estimating obesity levels 

 

 
 

Fig. 7: Path to the dataset 

 
After the presentation form, the user will find the 

input form, to receive the variables that we considered as 
factors for obesity levels. You can see it in Fig. 6. 

To avoid missing data, all fields in the input form 
were validated and are mandatory to make a correct 
prediction. The tool also must have access to the dataset 
or training model, which it is loaded automatically by the 
software. 

In Fig. 7, you can see the sentence of code to access 
the model or dataset to train the tool. 

Next, you can find the ARFF file that was used to 
generate the model and train the tool, as depicted in Fig. 8. 

After the training and classification process, you can 
find the predictions produced by the tool as shown in Fig. 9. 

Next, you can see in Fig. 10 the result shown by the 
tool, after data input to the forms in Fig. 9. 

Information System for Detection of Obesity Levels in Youth 
Personal information 

 

Answer the following questions   

 
Family medical history: 

 

Do you eat fast food? 

 

Frequency of consumption of vegetables 

 

Number of main meals 

 

Male 

 

Prediction 

 

Sex: 

 
Female 

 
Age: 

 
10 

 

Weight: 

 
KG: 

 

Height: 

 
Meters 

 

Intake of food between meals? 

 
Frequency of physical activity  

 

Smoke? 

 

Amount of fluids per day 

 

Look at the amount of calories 
per day 

Frequency of use of technology devices  

 

Frequency of alcohol consumption  

 

Type of transportation used  

 

Muscle mass index 

 
Obesity level 

 
Process 

 
Home 

 
Help 
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Fig. 8: ARFF File 
 

 
 

Fig. 9: Form with example data 

 

 
 
Fig. 10: Form with results given by the tool 

Results and Discussion  

Based on the data shown in Table 3 and Fig. 11, the 
technique with best results was Decision Trees, so we 
chose the J48 algorithm to be the one selected to 
implement in the proposed software. 

Personal information 

 
Weight: 

 
Male 

 
Female 

 
Sex: 

 
Age: 

 
25 

 
KG: 

 

Height: 

 
Meters 

 

Answer the following questions   

 Family medical history: 

 

Do you eat fast food? 

 

Frequency of consumption of vegetables 

 

Number of main meals 

 

Intake of food between meals? 

 
Frequency of physical activity  

 

Smoke? 

 

Amount of fluids per day 

 

Look at the amount of calories per day 

 

Frequency of use of technology devices  

 

Frequency of alcohol consumption  

 

Type of transportation used  

 

62 

 
160 

 

No 

 

Yes 

 

Sometimes 

 

3 

 
Yes 

 

No 

 

Sometimes 

 

Less than one liter 

 

Does not perform physi. 

 

3 to 5 Hours 

 

With little frequency 

 

Care 

 

Obesity level 

 
NORMAL 

 

Process 

 
Home 

 
Help 
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Table 3: Results of the implemented techniques 

Method Precision Recall TP. Rate FP. Rate 

J48 97,4% 97,8% 97,8% 0,2% 
Naive Bayes 90,1% 91,1% 91,1% 6,0% 
Simple Logistic 90,4% 91,6% 91,6% 4,1% 

 
Table 4: Confusion matrix 

a b c d e f Classification 

40 4 0 0 0 0 a = Underweight 
0 360 0 0 0 0 b = Normal 
0 0 180 4 0 0 c = Overweight 
0 0 0 92 8 0 d = Obesity level I 
0 0 0 0 20 0 e = Obesity level II 
0 0 0 0 4 0 f = Obesity level III 

 

 
 
Fig. 11: Results of the implemented techniques 

 
Next, you can see in Table 4, the confusion matrix, where 
you can find the number of records organized by category.  

Conclusion 

Obesity is a disease with worldwide exposure, no 
matter social or cultural level of the people, it is a 
disease that has doubled since 1980, in 2014 more 
than 1900 million of adults suffered from it. To help 
fight this disease, several tools and solutions have 
been developed to be able to detect or predict the 
appearance of the disease.  

Data mining is an essential tool that allow us to 
discover information, in our study we used different 
techniques to achieve best precision rates to detect obesity. 
According to this, the Decision Trees method obtained 
97.4% precision levels to classify users that carry the 
disease, also the technique shows a TP Rate of 97.8%, 
which guarantees a high percentage of success to classify 
data, finally have a FP Rate of 0.2%, a correct value for it. 

The technique also obtained better results than the values 
from techniques such as Bayesian Networks and Logistic 
Regression. The proposed method also surpasses the 
results obtained in (Adnan and Husain, 2012) that had 
75% in precision, (Dugan et al., 2015) that obtained 85% 
and (Husain et al., 2013) that showed 73.3%.  

The software created in this study allows to 
classify patients with obesity and it is a clear 
integration between Weka, Java and NetBeans, 
integration that can generate many tools to analyze 
diseases that affect a group of the population, which 
represents a positive advance in this research area. 
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