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Abstract: An information system is a process of collecting, processing, 

storing and distributing information, which leads to efficient decision-

making and control in organizations. Examples of information systems 

include classical management systems, systems for workflow management, 

systems for case handling and middleware. Information systems collect 

information concerning important people, locations and other important 

matters in an organization and store relevant events in some form of 

structure. Based on event logs, from information systems, the discovery of 

process models can be made automatically by process mining techniques, 

without having an a priori model. By learning from the event logs, process 

mining aims to discover, monitor and improve processes. This paper 

proposes a method to discover a process model based on distributed 

learning automata and the condensate approach. In this proposed method, 

each event in the log is called a drop, which had its condensate and can be 

combined with other condensates. Each drop is connected to other drops 

and become a larger drop. All of those drops would obtain reward if it 

represents sequence of an event log. The evaluation results demonstrated 

that the proposed method could detect various patterns in the event log and 

discover a more efficient process model in terms of fitness, total node and 

total path of the mined process model.  

 

Keywords: Condensate Drops, Distributed Learning Automata, Process 

Mining, Event Log 

 

Introduction 

Process mining is a relatively new field that aims to 

investigate methods of uncovering actual processes that 

took place in organizations. The process mining method 

can be used to understand ‘as-is’ processes in 

organizations and to subsequently improve or change 

them (van der Aalst and van Dongen, 2002; Xumin et al., 

2018; Xiao et al., 2016). It includes process discovery, 

inspection, social network/organizational mining, 

automated simulation model construction, extension 

models, repair models and forecast cases (van der Aalst and 

van Dongen, 2002). The fundamental idea in process 

mining is to start with event logs that are recorded by an 

information system and gain knowledge from them (van 

der Aalst and van Dongen, 2002). Here, each event is 

associated with a process instance (case) and an activity 

(van der Aalst et al., 2003). The analysis of such event 

logs can provide insights into how processes take place 

and the extent to which actual processes differ from a 

normative process model. The events recorded by the 

information system track the completion of activities of 

specific types, among other things. For example, an event 

can report that a specific license application activity has 

been completed (Goedertier et al., 2009). From event logs, 

roles in the organization can be discovered and these roles 

are used to establish relationships between individuals and 

activities (van der Aalst and van Dongen, 2002). Figure 1 

illustrates the workflow of process mining. 

There are three types of process mining from event 

logs, namely discovery, conformance and 

enhancement. Discovery techniques take an event log 

and builds a model with no prior assumption or 

information (van der Aalst et al., 2003). A new 

process model can be constructed automatically based 

on the behavior derived from the event log.



Vahideh Naderifar et al. / Journal of Computer Science 2019, 15 (11): 1694.1709 

DOI: 10.3844/jcssp.2019.1694.1709 

 

1695 

 
 

Fig. 1: Graphic representation of process mining workflow (Source: van der Aalst and van Dongen, 2002) 
 

 
 

Fig. 2: Overview of three types of process mining based on input and output (Source: van der Aalst et al., 2003) 
 
Conformance checking techniques compare an 
existing process model with the actual process derived 
from the event log and checks whether actual process 
conforms with the existing model. Lastly, 
enhancement techniques can be applied to extend or 
improve the model based on actual events. Figure 2 
shows the three types of mining concept. 

Most process mining algorithms have limitations. 

The constructs that cannot be mined by all techniques 

are loops and duplicate tasks (van der Aalst et al., 

2010). As a result, existing process mining algorithms 

encounter problems with incorrect control-flow 

constructs. This paper proposes a method of process 

model discovery that can simultaneously overcome 

the loop and duplicate challenges. 

Related Works 

Many researchers investigated the problem of process 

discovery. This study uses a specific website, 

www.processmining.org, that gives a complete overview 

of the entire process mining research area. Among the 

earliest researchers that investigated the mining of 

process models were Agrawal et al. (1998). Their mined 

model demonstrated the dependencies in the log between 

tasks. Their algorithm could not overcome duplicate 

tasks, loops, or a re-labeling process because the 

algorithm assumed that a task appeared only once in a 

process instance. Cook and Wolf (1998) have discovered 

models of software processes from data in event logs. 

Herbst (2000) was one of the first researchers who 
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investigated processes with duplicate tasks. However, 

their proposed algorithm was unable to solve non-free-

choice problems. Schimm (2000; 2002; 2003; 2004) 

discovered an algorithm that assumed that tasks had a 

starting and a completion event. Schimm’s approach 

did not exactly tackle duplicates and non-free-choice 

during mining. Greco et al. (2004; 2005; 2006) 

discovered an algorithm based on a hierarchical tree of 

process models. Greco’s algorithm described the event 

log at different levels of abstraction. It could tackle non-

free-choice and invisible tasks, but it had problems with 

loops and duplicate tasks.  

van der Aalst and Song (2004) compared extracting 

process models from data with the process of distillation. 

They developed an α-algorithm. However, it was unable 

to tackle non-free-choice. Additionally, since the α-

algorithm operated based on sets, it was unable to mine 

models with duplicate tasks. van der Aalst et al. (2003) 

described two types of workflow: Meta-models that 

are graphs and block-oriented models. Each of the 

models had its language and graphical representation. 

Weijters et al. (2003; 2005; 2007) introduced an 

extension of the α-algorithm. Their approach was similar 

to the approach of Cook and Wolf (1998) because their 

algorithm was based on binary relationships and could 

not tackle non-free-choice constructs as well. Currently, 

this algorithm is implemented as the Heuristics miner 

plug-in in the ProM framework tool.  

Alves et al. (2007) proposed a genetic algorithm to 

tackle some of the control flow problems, that is, the 

duplicates and non-free-choice loops. Goedertier et al. 

(2009) described a generation of artificial negative 

events. In this area, Cattafi et al. (2010) proposed an 

incremental declarative approach in which processes 

could change over time and the approach was able to 

revise the mined model by considering newer process 

traces and the possible deviations they might bring. 

From their method, Cattafi et al. (2010) obtained a new 

process discovery algorithm. This algorithm could 

address loops, duplicate activities and non-free-choice 

constructs. Wen et al. (2004; 2006; 2009) implemented 

two extensions for the α-algorithm and the α++ 

algorithm. Their approach could overcome problems 

like loops, concurrency, non-free-choice and noise. 

Burratin and Sperduti (2010a) presented Heuristics++ 

miner, an approach similar to the approach of  

Weijters et al. (2003; 2005; 2007) and van der Aalst et al. 

(2003) to allow the duration of process activities to 

become part of the process mining parameter set. 

Burratin and Sperduti (2010b) also explored the area of 

parameter setting with their Heuristics++ miner and 

formulated an approach potentially applicable to a wide 

range of process mining approaches. 

van der Aalst et al. (2010) proposed a two-step 

approach for transition systems and regions to discover 

process models from event logs. This proposed method 

could offer a balance between under-fitting and over-

fitting problems and address duplicate tasks and non-

free-choice. They claimed that none of the existing 

techniques allowed a balance between over-fitting and 

under-fitting. The first of the two-step approach, used a 

configurable approach and constructed a transition 

system. The second step used the “theory of regions” and 

the model was synthesized. The model has been 

implemented in the ProM framework and could 

overcome many of the limitations of the traditional 

approach. Weidlich et al. (2011) proposed a technique 

called “behavioral profile”. The problem with this 

approach is that it could not handle loops properly. The 

key idea is that a footprint can be based on observed and 

modeled behaviors.  

Petri nets are most suitable for the machine learning 

approach because of their concurrent, asynchronous, 

distributed, parallel non-deterministic and stochastic 

properties. Leoni and van der Aalst (2013) presented a 

novel technique for data-aware process mining that was 

able to address process models with invisible transitions. 

Rozinat and van der Aalst (2006) proposed an 

incremental approach for checking process model 

conformance and event log. Their method checked the fit 

between the log and the model first and then the suitability 

of the model with the log. Adriansyah et al. (2011) 

provided a robust method for calculating conformance 

between a log and a process model. van der Aalst (2012) 

established a precise relationship between events and 

model elements. This relationship could be used to check 

conformance and analyze performance. 

Control Flow Perspectives 

Depending on the type of data from an event, process 

mining has three types of perspectives, which are: 

Process perspective, organizational perspective and case 

perspective (van der Aalst et al., 2003). This paper 

focuses on the process perspective that centered on the 

control flow. The control flow characterizes all possible 

paths between tasks and shows given behaviors in the 

log via a diagram.  

The control-flow perspective describes a process 

model by using a diagram. This diagram shows the flow 

from tasks in an event log. From this diagram, information 

about tasks, relationships between the tasks, which tasks 

are running, and which tasks are related to which case can 

be determined. Control-flow mining techniques must then 

be constructed from correct mining. From the aspect of 

common control flow, correct mining means that 

constructs can appear as a process model with each 

language notation. These are sequences, loops, 

concurrency, non-free-choice, duplicate tasks and 

invisible tasks (van der Aalst and van Dongen, 2002). 
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Example 1. Driving License Process (A case study) 
 

 
 

Fig. 3: Driving license process - petri net (Source: Goedertier et al., 2009) 
 

  
 

Fig. 4: Driving license process – activity preconditions (Source: Goedertier et al., 2009) 

Start 

[OccursLessThan(applyForLicense, 3)] 

applyForLicense applyForLicense 

[OccursLessThan(applyForLicense, 3)] 

attendClassesCars attendClassesMotorBikes 

obtainInsurance doTheoreticalExam 

doPracticalExamCars doPracticalExamMotorBikes 

getResult 

receiveLicense 

end 

end 

Activity Precondition 

a start true 

b applyForLicense NS(a,b) 

b applyForLicense (NS(i,b)  NS(i,j)  NS(i,k)) 

   OccursLessThan(b,3) 

c attendClassesCars NS(b,c)  NS(b,d) 

d attendClassesMotorBikes NS(b,c)  NS(b,d) 

e obtainInsurance NS(c,e)  NS(d,e) 

f doTheoreticalExam NS(c,f)  NS(d,f) 

g doPracticalExamCars (NS(f,g)  NS(f,h))  

  (NS(e,g)  NS(e,h))  NS(c,g) 

h doPracticalExamMtrBikes (NS(f,g)  NS(f,h))  

  (NS(e,g)  NS(e,h))  NS(d,h) 

i getResult NS(g,i)  NS(h,i) 

j receiveLicense NS(i,b)  NS(i,j)  NS(i,k) 

k end NS(j,k) 

k end NS(i,b)  NS(i,j)  NS(i,k) 
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Fig. 5: Sequence connection 

 
 
Fig. 6: The construct of a loop 

 

 
 

Fig. 7: The construct of a duplicate task 

 
Table 1: Common mining challenges and techniques used 

Challenge approaches Overcome duplicate tasks Overcome mining loops 

Data mining based ● Herbst (2004) ● Herbst (2004) 

 ● Agrawal et al. (1998) ● Agrawal et al. (1998) 

Heuristic approach  ● Weijters and van der Aalst (2003) 

  ● Burratin and Sperduti (2010a) 

Soft computing algorithms ● Alves de Medeiros et al. (2007) ● Alves de Medeiros et al. (2007) 

  ● Günther and van der Aalst (2009) 

Markova approach  ● Kumaraguru (2013) 

Other approaches ● Rozinat and van der Aalst (2006) ● Greco et al. (2006) 

 ● Alves de Medeiros et al. (2007) ● Alves de Medeiros et al. (2007) 

 ● van der Aalst et al. (2010) ● Cattafi et al. (2010) 

 ● Goedertier et al. (2009) ● Wen et al. (2009) 

 ● Leoni and van der Aalst (2013) ● Goedertier et al. (2009) 

  ● Leoni and van der Aalst (2013) 

 

A case study about Driving License process which is 

taken from Goedertier et al. (2009) will be used in this 

section. Fig. 3 shows the petri net diagrammatic model 

of the process, whereas Fig. 4 shows the model in the 

form activity and its precondition. 

Sequences express which tasks are consecutive. 

Figure 5 shows the sequence control-flow of discovery. 

Loops show a node or sequence path that may be 

executed several times as shown in Fig. 6. 

Duplicate Tasks: There are two nodes with the same 

label in the process model in parallel or sequence models 

as shown in Fig. 7. 

A duplicate task is accrued if the same activity is 

carried out according to different conditions. Algorithms 

for control flow process mining should be able to 

produce a correct structure. 

Comparison between Existing Mining Models  

Even though a lot of effort has been made to discover 

process mining algorithms, there remain several 

challenges that are not addressed. The structural pattern 

challenges that are not effectively addressed are loops 

and duplicates. In this aspect, most process mining 

algorithms are still unable to mine duplicate tasks and 

loops. Table 1 shows techniques that have been used by 

the researchers to address these two main problems. 

Learning Automata 

Tsypkin (1971) introduced learning automatics (LA) 

to solve the problems of determining the optimal 

parameter and applied the LA to the techniques of hill 

climbing. At the same time, Tsetlin (1973) began 
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working on LA. Other researchers introduced the 

problems and found optimal action in stochastic 

automatons between permitted actions (Narendra and 

Viswanathan, 1972). However, most attempts in LA were 

due to Tsetlin (1973). Thereafter, Varshavski and 

Vorontsova (1963) presented LA with variable structures 

that updated its probability of actions and led to a decrease 

in the number of states in the comparison of deterministic 

automata. In this case, Fu and McMurtry (1966) made the 

first attempt for pattern recognition, parameter estimation 

and game theory. Najim and Poznyak (1994) have also 

presented several examples and applications of LA. 

Other LA applications include pattern recognition, graph 

partitioning and route planning. LA can be portrayed as 

an object with limited action sets. It randomly chooses 

one of the actions and sends it to an environment. The 

automaton can update its action probability based on an 

environment response and repeated procedures. 

A learning automaton (LA) consists of two parts: (1) A 

stochastic automaton with a limited number of actions and 

a stochastic environment associated with the automaton. 

(2) A learning algorithm in which the automaton learns 

the best possible action with this action. 

In practice, every action is transmitted to and 

evaluated by a potential environment before a stochastic 

automaton reacts. The stochastic automaton then uses 

this response as a response and selects its action for the 

next step. Figure 8 shows the relationship between 

stochastic and environmental automatons (Meybodi et al., 

2004; Hadavi et al., 2014). 

P-Model of Learning Algorithm 

All probability of past actions in any automatic form 

would be the same. For r-action automatons, the 

probability of action n is given by Pi(n) = 1/r, which is 

updated based on the reward or penalty in each 

repetition i. If αi is selected between the other actions in 

these types of automatons, Pi(αi) receives the desirable 

response, in which its probability increases and the 

opposite probabilities decrease. However, if the 

probabilities of Pi(n) decrease, the remaining 

probabilities increase for unwanted answers. In any 

event, changes are made to the extent that the sum of 

Pi(n) is equal to one. The following formula shows the 

desirable and undesirable answers. 

Desirable answer:  

 

     1 1i i iP n P n a P n        (1a) 

 

     1 1               , j jP n a P n j j i       (1b) 

 

Undesirable answer: 

     1 1i iP n b P n     (2a) 

 

       1 / 1 1   ,  .j jP n b r b P n j j I         (2b) 

 

In Equations 1 and 2, a is a reward parameter, b is the 

penalty parameter and r is the number of actions that a, 

b[0,1]. Three states can be considered regarding the 

values of a and b: 

 

 LRP (Linear Reward Penalty) when a = b, penalty 

and reward are both important 

 LReP (Linear Reward Epsilon Penalty) when b is 

lower than a (a>>b), reward is much more 

important than penalty. However, penalty still needs 

to be given 

 LRI (Linear Reward Inaction) when b equals zero (b 

= 0), penalty is not taken into consideration 

 

Distributed Learning Automata 

A distributed learning automaton (DLA) is a network 

of LAs working together to solve problems. Only one 

LA is active in colleagues ' LAs at any time. The number 

of LAs in a single DLA is equal to the number of actions 

that any of the other LAs connected to it can carry out. 

The choice of an action by the LAs in this network 

results in the isomorphic activation of other LAs 

connected to the network. Figure 9 shows the concept of 

a DLA. The DLA network is modeled by a graph, each 

vertex being an LA. The arrows between LAi and LAj in 

this graph show that the selection of actions i

j  by LAi 

results in LAj being activated. 

 

 
 
Fig. 8: Stochastic learning automata 

 

 
 
Fig. 9: Distributed learning automaton 
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Research Framework 

The outcome of the process mining shows all 

behaviors seen in the system. An outline of the 

research framework is given by the following basic 

steps and Fig. 10: 

 

1. Information extraction from event logs. Several 

standard event logs act as important factors for 

process mining. For discovering rules in an 

organization, the event log is used. These rules 

are a connection factor between individuals and 

activities 

2. Model discovering based on the event logs. Model 

discovering determines which perspectives of the 

process can be discovered. If the model is based on 

the event log, then the control-flow perspective can 

be mined 

3. The learning method is to improve an existing 

process mining model based on the event logs by 

using reinforcement learning and its family 

4. Performance analysis will be performed after 

discovering the control flow using the existing 

process mining model. The proposed model can be 

used to analyse the performance of process mining 

in terms of fitness, total node and total path 

Proposed Method 

Distributed learning automata as a learning automata 
family are used in the proposed method as the 
environment. Each row of the event log is divided into 
pair-wise. Each pair-wise that is called a drop will be 
spread in the environment. Each node of the DLA is one 
learning automaton. A condensate drop is a sequence 
with the same elements, such as (a, c) (c, d) where c is 
the same between those two drops. In the first stage, the 
first and endpoints of each pair-wise in a row of the 
event log are determined by the sign. All drops are 
distributed in the environment; the environment is the 
DLA. Drops are moving on the DLA. Each drop has its 
condensate and can be combined with other condensate 
drops. After combination, they create large drops. The 
reinforcement value for each pair-wise in a row of the 
event log can be calculated as DLA conceptual. Table 2 
is a result of running DLA on an event log. This paper 
sets the reward and penalty rate equal to 0.5. The 
following explains the step-by-step of how DLA works 
based on each pair-wise in a row of Table 4. 

 

 
 

Fig. 10: Basic steps of the research methodology and the proposed method 

Information extraction assumes that it is possible to record 
events so that: 
 Each event refers to an activity (i.e., a well-defined step in 

the process) 
 Each event refers to a case (i.e., a process instance) 
 Each event can have a performer, also referred to as an 

originator (the actor executing or initiating the activity). 
 Events have a timestamp and are totally ordered. 
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Fig. 11: The condensate drop in the DLA model such as "abde" and "adceg", in which "dc" has been reinforced from "ad" and has 

been weakened from "abd" 
 
Table 2: The DLA process on each pair-wise in a row of the event log 

Stage number Drop or LA Is there a start point? Condensate Drop i(i) a and b Probability actions i 

0 (a, b) Yes - - a = b = 0.5 All 1/8 = 0.125* 
1 (b, d) No Reinforcement abd(1) = 1 a = b = 0.5 0.563** 
2 (d, e) No Reinforcement abde(2) = 1 a = b = 0.5 0.782 
3 (a, d) Yes - - a = b = 0.5 All 1/8 = 0.125* 
4 (d, c) No Reinforcement adc(4) = 1 a = b = 0.5 0. 563 
5 (c, e) No Reinforcement adce(5) = 1 a = b = 0.5 0.782 
6 (e, g) No Reinforcement adceg(6) = 1 a = b = 0.5 0.891 
7 (d, e) No Weakened abde(7) = 0 a = b = 0.5 0.391 
8 (d, c) No Weakened abde(8) = 0 a = b = 0.5 0.391 

After stage 8, there are two condensate drops such as "abde" and "abdceg"  

* There are 8 drops in this example. 

** Reward is obtained according to Equation 2a. 
 
Table 3: A fragment (Case id #6) of some event logs (each line corresponds to an event) 

 Properties 
 ------------------------------------------------------------------------------------------------------------------------------------ 
Event id Timestamp Activity Resource Cost … 

35654871 06-01-2011:15.02 Register request Mike 50 … 
35654873 06-01-2011:16.06 Examine casually Ellen 400 … 
35654874 07-01-2011:16.22 Check ticket Mike 100 … 
35654875 07-01-2011:16.52 Decide Sara 200 … 
35654877 16-01-2011:11.47 Pay compensation Mike 200 … 
… … … … … … 

 

Example 1 

By reading the first row of the event log (Table 4), 

some drops such as (a, b) (b, d) (d, e) (e, h) will be 

created for the first time in the DLA. Each drop is a 

learning automaton (LA). For the second row of the 

event log (stage numbers 3 to 6), there are (a, d) (d, c) 

(c, e) (e, g) drops or LAs. The creation of the first 

condensate drop is called the first reinforcement of the 

neighbor if the reward is obtained by another drop; 

otherwise, the penalty is obtained. This process will 

be conducted for each drop that has the same element 

0 (a, b) Yes - - a = b = 0.5 All 1/8 = 0.125* 
 

1 (b, d) No Reinforcement abd(1) = 1 a = b = 0.5 0.563** 
 

2 (d, e) No Reinforcement abde(2) = 1 a = b = 0.5 0.782 
 

3 (a, d) Yes - - a = b = 0.5 All 1/8 = 0.125* 
 

4 (d, c) No Reinforcement adc(4) = 1 a = b = 0.5 0. 563 
 

5 (c, e) No Reinforcement adce(5) = 1 a = b = 0.5 0.782 
 

6 (e, g) No Reinforcement adceg(6) = 1 a = b = 0.5 0.891 

 
7 (d, e) No Weakened abde(7) = 0 a = b = 0.5 0.391 

 
8 (d, c) No Weakened abde(8) = 0 a = b = 0.5 0.391 

Stage 
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Drop 

or 

LA 

Is there a start 

point? 

Condensate 

drop Probability actions i i(i) a and b 

After stage 8, there are two condensate drops such as “abde” and “abdceg” 
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between two drops. Figure 11 shows the condensate 

drop in the DLA model. 

The distributed learning automata lead to reaching 

better results to obtain the process model using 

reinforced and weakened drops of the event logs, as 

shown in Fig. 11. 

The second step is investigated to determine 

whether there are large drops created in the event log. 

If yes, then all drops will obtain rewards and become 

the biggest drop concerning the combination rules; 

otherwise, all connections will be cut off and changed 

to the same initial drops in an environment. This 

combination will be continued until all condensate 

drops are combined and obtain the rewards. In the 

end, several large drops cannot be combined. These 

drops are the process models and event logs can be 

mined by them. Table 3 shows the raw event logs and 

Table 4 shows the sequence of the event log that will 

be used in this paper. 

Table 3 will be converted to Table 4 by inserting the 

activity in a sequence of letters as below: 
 

a = register request, b = examine thoroughly,  

c = examine casually, d = check ticket, e = decide,  

f = reinitiate request, g = pay compensation and  

h = reject request.  
 

Figure 12 shows a sample of the sequences of event log. 

 

Table 4: A more compact display of the event log 

Case id Trace 

1 (a,b,d,e,h) 

2 (a,d,c,e,g) 

3 (a,c,d,e,f,b,d,e,g) 

4 (a,d,b,e,h) 

5 (a,c,d,e,f,d,c,e,f,c,d,e,h) 

6 (a,c,d,e,g) 

… … 

 

 

 

Fig. 12: Sequences of the event log where each one is a drop 

 

 
Fig. 13: The condensate drops that are distributed in the environment 
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Fig. 14: The connections in a process model 

 

The proposed method is based on the pair-wise 

fashion that will be studied step by step, as outlined 

below: 

 

1. Each trace or sequence in the event log (Table 5) is 

divided into a pair-wise. Each pair is called a drop 

or a learning automaton that has its density, as 

shown in Fig. 12. All of the drops are distributed 

randomly on the DLA as an environment, as shown 

in Fig. 13 for the following event log 

2. The first element of each sequence, as well as the 

last element, are indicated by a minus (-) and a plus 

(+) signs, respectively 

3. Two pair-wise - or two LAs - will be merged into 

each other, if the other element is not similar. For 

example, (c, d), (d, c) cannot merge into each other 

because the c element is the same (although the d 

element is the same and those two drops are a 

condensate) 

4. Based on the condensate drop rules, the same 

elements between condensate drops will be merged 

into each other 

5. The sequence generated is investigated from the 

end state to the beginning state. If it is available 

in an event log, then all connections will become 

strange connections (Esmaeilpour et al., 2012; 

2014) and all connections will obtain the reward. 

Finally, all drops in this connection will be seen 

as a drop as shown in Fig. 14 

6. At the end, if there is a sequence that does not exist 

in the event log, then all of its connections will be 

cut off and the amount of the reward will reset 

(evaporating droplet). 

 

The validity of the proposed model will be assessed 

in terms of fitness, total node and total path of the mined 

process model in the next section. 

Control-Flow Construct Study 

The control-flow construct must be constructed from 

correct mining. These constructs are loops and duplicates 

that will be studied below. 

Loop 

Variables are assigned to each pair-wise of the 

sequence in the event log that can be the number of 

the event log. After connecting two drops and if the 

numbers of the rows are similar, then there will be a 

cycle. Figure 15 shows the loop in the process model, 

while Fig. 16 shows the process model that has 

deleted the loop according to the proposed model. 

Duplicate Tasks 

Regarding the assignment of variables to each row 

of the event log, when there is an event that is 

duplicated with another event in the appropriate event 

log, then that variable will be investigated and 

checked to which one it belongs. This variable can 

delete the duplicate event in the discovered process 

model as shown in Fig. 17. 
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Fig. 15: The loop in the process model based on the event log of Fig. 12 and fitness equal to 0.943 

 

 
 
Fig. 16: The process model that has deleted the loop according to the proposed model, based on the event log of Fig. 12 and fitness 

equal to 0.943 
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Fig. 17: The duplicate task before reconstruction based on the event log of Fig. 12 and fitness equal to 0.953 

 

Results and Discussion 

An existing process model is compared to an event 

log of the same process after the control flow discovery. 

Conformity checks relate events in the event log to the 

process model activities and compare them. The aim is 

to find commonalities and differences between the 

behavior model and the behavior observed. 

Conformance checking is closely linked to measuring 

the fitness of a model that has been discovered and can 

also be used to evaluate and compare process discovery 

algorithms. The method proposed focuses on the 

problem of process discovery, in which business process 

models are discovered using event-based data generated 

by information systems. The motivation for representing 

process discovery as reinforcement learning is that it 

allows for the use of well-known learning methods and 

assessment techniques in the machine learning 

community. Hence, this paper has introduced the 

practical evaluation of the process discovery technique 

using several learning methods. In this work, 

distributed learning automatons are used with the P 

learning model and the LRP learning algorithm and pi is 

initialized at each stage equal to 1/r, where r is the 

number of pairwise sequences. 

Based on the event log, strong condensate drops are 

extracted. To carry out this task, DLA is used. DLA can 

combine two condensate drops (two LAs) and have an 

impact on them. An LA of DLA is one drop. 

Neighborhoods are a group of drops with a condensate 

of their own. Each LA records each neighbor's 

probability actions. In each LA, i is a set of 

condensate drops and a reward will be given (i(n) = 1) 

if “a condensate drop attracts another drop and 

becomes a new condensate drop”. The neighbor rate is 

equal to the occurrence of a similar neighbor in any 

drop. A neighbor of DLA will be created if the drop is 

similar in terms of density. 

The proposed reward will increase probability 

actions. If (i(n) = 1), then one drop gets the reward and 

uses Equation 1a. In this section, the reward and penalty 

rate are equal to a = 0.5. Reinforcement is as important 

as weakness and the LRP learning model is used. Initially, 

all drops have the following probability action value: 

 

, 1 /ii i n n    

 

where, n is the number of pair-wise sequences. 

The system features CPU 2.0 GHz Core2Duo with 

RAM 2 GB, Windows XP/SP2 and Visual Basic. Net 

Express Edition 2008 programming language are used 

to do the simulation (for the proposed model), the 

ProM5.2 framework tool (ProM, 2010) and 

Log_L1.xml, Log_L2.xml and Log_L3.xml event logs 

that have been used for comparison of the proposed 

method and other models. Table 6 to 8 show the 

experimental result of the proposed model on three 
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well-known models: Genetic Miner, Heuristic Miner 

and α++ algorithm.  

The evaluation criterion, as noted above, is fitness. 

The measured fitness is determined by replaying the 

model log. To replay the log in the model, the replay of 

each event trace begins with the marking of the initial 

place in the model and the transitions belonging to the 

events recorded in the trace are fired one after the 

other. During this process, the number of tokens that 

had to be produced artificially and the number of 

tokens left in the model are counted. Only if no token 

was left or missing would the fitness measure be 

evaluated as 1.0, which indicates 100% fitness. Fitness 

reflects the extent to which the traces of the event can 

be linked to the process model's execution paths. Thus, 

if f = 1, the log can be parsed without any error by the 

model. The fitness metric f based on the token is 

formalized as follows: 

 

1 1

1 1

1 1
1 1

2 2

k k

i i i ii i

k k

i i i ii i

n m n r
f

n c n p

 

 

   
      
   
   

 

 
 (3) 

 

where, k is the number of different traces of events 

from an aggregate log L, which is a multi-set of all 

distinguished traces. ni, the number of events traces Ti 

(1≤i≤k) appearing in the given log L, mi is the number 

of missing tokens, ri is the number of remaining tokens, 

ci is the number of consumed tokens and pi is the 

number of tokens produced during the log replay of the 

current trace. For all i, mi≤ci and ri≤pi and therefore, 

0≤f≤1. The maximum fitness measurement value is 

used as an assessment criterion, i.e., f = 1. The 

following event logs have been used for evaluation 

(ProM, 2010) (Sahlabadi et al., 2014; 2017).  

Other evaluation criteria are the total node and the 

total path of the mined process model after modifying. 

Total node shows the total stage to reach the sequences 

of an event log. Less total node with more fitness shows 

the simplicity of the model. On the other hand, the total 

path shows the total way to reach the end of an event log 

from the start point. Less total path with more fitness 

shows the simplicity of the model too. 

Process discovery aims to give an idea of how the event 

log processes took place. This objective discovers processes 

an inherently descriptive learning problem. To assess the 

simplicity of the discovered process model, it is therefore 

justified to compare the learned process models in the same 

sequence from which the process models are learned in 

terms of a lower total node and a lower total fitness: 

 

 Log_L1.xml consists of 4,371 process instances and 

22,457 audit trail entries 

 Log_L2.xml consists of 1,459 process instance and 

7,748 audit trail entries 

 Log_L3.xml consists of 61 process instances and 

224 audit trail entries 

 

From Table 5 to 8, for the Log_L1.xml event log, the 
proposed model was, on average, 7.4%, 7.5% and 7.5% 
better than the genetic algorithm, region miner and α++ 
algorithm from the aspect of without loop tasks, 

respectively. Moreover, the proposed model for the 
Log_L2.xml event log was, on average 12.5%, 11.7% 
and 10.5% better than other methods. For the 
Log_L3.xml event log, the proposed model was on 
average, 5.7%, 6.2% and 6.2% better than others in 
terms of fitness. The total node and total path were better 

than other methods as the results demonstrated that the 
proposed model had more fitness and less total node and 
total path as compared to other methods.  

 
Table 5: The experimental result in terms of fitness with loop and without loop tasks 

   Fitness 
   ------------------------------------------------------------------------------------------------------------------------------- 

   Genetic Algorithm Region Miner α++ Algorithm Proposed method 

 Process Audit trail ---------------------------- ----------------------------- ---------------------------- --------------------------- 
Event log Instance entries Loop Without loop Loop Without loop Loop Without loop Loop Without loop 

Log_L1.xml 4371 22457 0.762 0.765 0.862 0.896 0.792 0.807 0.892 0.897 
Log_L2.xml 1459 7748 0.782 0.820 0.838 0.851 0.791 0.811 0.943 0.953 

Log_L3.xml 61 224 0.902 0.921 0.921 0.933 0.811 0.832 0.953 0.953 

 
Table 6: The experimental result in terms of total node and total path of the mined process model with loop and without loop tasks 

 Total node       Total path 

 --------------------------------------------------------------------- ------------------------------------------------------------------------- 

 aGenetic Region  α++  Proposed Genetic Region  α++  Proposed 

 algorithm miner  Algorithm method al gorithm Miner  algorithm method 

 -------------- -------------- -------------- -------------- -------------- --------------- --------------- ------------- 

Event Log L WL L WL L WL L WL L WL L WL L WL L WL 

Log_L1.xml 11 8 11 8 11 8 11 8 9 7 9 8 9 7 9 7 

Log_L2.xml 11 7 11 8 11 8 11 8 25 8 32 10 26 8 23 10 

Log_L3.xml 13 8 11 9 13 8 13 8 18 11 45 13 21 11 18 11 
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Table 7: The experimental result in terms of fitness with duplicate and without duplicate tasks 

   Fitness 
   ------------------------------------------------------------------------------------------------------------------------------- 

   Genetic algorithm Region miner α++ Algorithm Proposed method 

  Audit trail ------------------------- -------------------------- ------------------------- ------------------------ 
Event log PI entries Dplct W/o Dplct Dplct W/o Dplct Dplct W/o Dplct Dplct W/o Dplct 

Log_L1.xml 4371 22457 0.762 0.768 0.862 0.898 0.792 0.813 0.892 0.902 
Log_L2.xml 1459 7748 0.782 0.825 0.838 0.859 0.791 0.824 0.943 0.953 

Log_L3.xml 61 224 0.902 0.921 0.921 0.933 0.811 0.832 0.953 0.958 

Dplct: Duplicate. W/o Dplct: Without duplicate PI: Process Instance 

 
Table 8: The experimental result in terms of total node and total path of the mined process model with duplicate and without duplicate tasks 

 Total node Total path 

 --------------------------------------------------------------------- ------------------------------------------------------------------------- 

 Genetic Region α++  Proposed Genetic Region  α++  Proposed 

 algorithm miner  Algorithm method  algorithm miner  Algorithm method 

 -------------- -------------- --------------- -------------- -------------- --------------- --------------- ------------- 

Event log D WD D WD D WD D WD D WD D WD D WD D WD 

Log_L1.xml 11 7 11 8 11 7 11 7 9 7 9 8 9 7 9 7 

Log_L2.xml 11 8 11 8 11 8 11 8 24 10 30 10 25 10 23 10 

Log_L3.xml 13 8 11 8 13 8 13 8 18 11 31 12 21 11 18 11 

D: Duplicate WD: Without Duplicate 

 

Conclusion and Future Works 

In this method, each row of the event log is a drop. Each 

drop is distributed in the distributed learning automata as an 

environment and can move in the environment. These drops 

have their density and can merge with other condensate 

drops. This method combined all the condensate drops to 

become larger drops. The proposed method has been 

implemented and compared with the genetic algorithm, 

region miner and α++ algorithm on the Log_L1.xml, 

Log_L2.xml and Log_L3.xml event logs and the results 

demonstrated that the proposed method had less total node 

and total path in terms of better fitness. Fitness of the 

proposed method was, on average, more than 7% better 

than that of other compared methods.  

For future works, we hope to examine the ability of 
this method in terms of other quality attributes such as 
performance, accuracy and resource utilization. Besides 

that, it is also interesting to investigate the application of 
this method in other models, as well as to see its 
performance in real cases.  
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