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ABSTRACT 

Face recognition is one of the biometric techniques used for identification of humans. The design of 
the face recognition system includes two basic steps. The first step is the extraction of the image’s 
features and the second one is the classification of patterns. Feature extracting is a very important step 
in face recognition. The recognition rate of the system depends on the meaningful data extracted from 
the face image. If the features belong to the different classes and the distance between these classes are 
bigger then these features are important for recognition of the images. In this study, the design of face 
recognition system using three different feature extraction techniques- Principal Component Analysis 
(PCA), Fisher Linear Discriminant Analysis (FLD) and Fast Pixel Based Matching (FPBM) is 
presented. The comparative analysis of the simulation results of these methods is presented. 
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1. INTRODUCTION 

Since the last century biometric techniques were 
used for identification of humans. Faces are one of 
many forms of biometrics used to identify individuals 
and to verify their identity. Face recognition refers to 
the automated method of verifying a match between 
two human faces. Feature extraction is a very 
important step in face recognition. The recognition 
rate of system depends on the meaningful data 
extracted from the face image. If the features belong 
to different classes and the distance between these 
classes is large then these features are important for a 
given image. There is no 100% matching between the 
images of the same face even if they were from the 
same person. In this study, the analysis of face 
recognition systems using three different feature 
extraction techniques-Principal Component Analysis 
(PCA), Fisher Linear Discriminant analysis (FLD) and 
Fast Pixel Based Matching (FPBM) is considered. 

PCA is a technique that takes high-dimensional 
image data and uses the dependencies between the 
variables to represent it in a more tractable, lower-

dimensional form, without losing too much information. 
PCA is a statistical procedure that evaluates the 
covariance structure of a set of variables and identifies the 
principal directions in data variables. PCA is used to 
identify sets of orthogonal coordinate axes through the 
data. Principal components are determined by computing 
eigenvectors and eigenvalues of the data covariance 
matrix. Based on principal components the identification 
of face images is performed. 

FLD is the most famous way to search for trends in the 
data, which has the largest difference and highlight data. 
This method is also used, for lower-dimensional 
representation of the data, which removes some of the 
trends “noisy”. The basic idea of FLDA is the design an 
optimal transform, which can maximize the ratio of 
between-class to within-class scatter matrices so that the 
classes can be well separated in the low-dimensional 
space. FLD method allows information between members 
of the same category (images of the same person) to 
develop a set of feature vectors. FLD uses a linear 
projection of the n-dimensional data onto a one-dimensional 
space (i.e., line). Projection onto a line is separated by a 
class and classification problem becomes choosing a line. 
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FPBM is a method to extract the features of the 
images on the basis of matching image areas and sub-
pixel displacement estimate using similarity measures. 
The recognition is based on the edge detection. This 
method generates much less information than the 
original image has. This is because it eliminates most of 
the details that are not relevant for the purpose of 
identifying the boundaries, while preserving the essential 
information to describe the shape and structural 
characteristics and geometry of the objects represented. 

This study describes the design of a face 
recognition system using PCA, FLD and FPBM 
methods. Each of these techniques was implemented 
in MATLAB. The outputs of the feature extraction 
block are classified to recognize the face patterns. The 
algorithm uses Euclidean Distance for classification of 
face images. Comparisons of the simulation results of 
face recognition systems using PCA, FLD and FPBM 
algorithms are presented. 

2. FEATURE EXTRACTION 
TECHNIQUES 

2.1. Principal Component Analysis  

In the result of application of the PCA algorithm an 
original data of image is projected into a new coordinate 
space. Each coordinate axis in the new coordinate space 
will represent a principal component vector. The first 
principal component vector is the direction along which 
the variance is a maximum; the second principal 
component vector is defined by the direction which 
maximizes the variance among all directions orthogonal 
to the first vector and so on. PCA algorithm includes the 
following steps (Smith, 2002; Wold et al., 1987; 
Tzimiropoulos et al., 2011). 

The first step is the reading of the face images from 
the database and converting them into grayscale values. 
After these operations obtained 2D face images are 
converted into 1D image vector. The images are 
converted to represent each face image of dimensions 
NxN to single beam of dimensions N×N to single beam 
of dimensions N2x1. The data are stored in the T = [T α] 
vector. Here α is the converted image represented in 1D, 
T is the vector that contains all converted images. 

In the second step the mean of images of T vector is 
calculated Equation 1: 

 

1

1
, 1,2,....,

X

i
i

m T i X
X =

= =∑   (1) 

where, m is a mean, X is a number of images in the 
database. 

In the third step the deviation Φi of each image from 
the mean image are determined Equation 2: 
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In the fourth step the eigenvectors of the covariance 

matrix C = A×AT are calculated. Here A = [Φ1, Φ2,...., 
ΦX]. In this step it is necessary to solve the eigenvalue 
problem (Turk and Pentland, 1991) Equation 3: 
 
CU U= Λ   (3) 
 

Here     Λ is a diagonal matrix that represents the 
eigenvalues of the matrix C and Λ = diag[ λ1, λ2, …, 
λNN]. U is the associated eigenvectors of λ. These 
eigenvectors represent the new face space. 

In the fifth step a centred image vector is projected 
into face space Equation 4: 
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where, P is a vector that contains all projected images. 
The original image vector A may be reconstructed from 
the projections:  

In the sixth step PCA features are extracted from 
the test images 

In the seventh step Euclidean distances are calculated 
(Saito and Toriwaki, 1994; Danielsson, 1980) Equation 5: 
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  (5) 
 
where, E is the Euclidean distance vector.  

In the eighth step the minimum Euclidean distance 
using min (x) function is computed. The corresponding 
index with the minimum distance is the recognized image. 

2.2. Fisher Linear Discriminant Analysis  

Using FLD algorithm the calculations of the “within 
scatter matrix” and the “between scatter matrix” are 
performed to obtain the projected fisher images that are 
used in recognition (Welling, 2005; Tucker et al., 1997; 
Mika et al., 1999). Fisher’s linear discriminant function J is 
defined using covariance matrices. FLD considers 
maximizing the following objective Equation 6: 
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Where: 
 
• SB is the “between classes scatter matrix” and 
• SW is the “within classes scatter matrix” 
 

They are defined as Equation 7 and 8: 
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Where Equation 9 and 10: 
 

1
iC

i CC

X
N

µ
∈

= ∑   (9) 

 
1 1

i C C
i CC C

X X N
N N

µ= =∑ ∑   (10) 

 
where, NC is a number of cases in the class C Equation 11: 

The total scatter ST:  
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Is given by Equation 12: 
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The next step is the eliminating of eigenvalues and 

sorting all non-zero eigenvalues in descending order as 
V, where V is FLD eigenvector. The computing of the 
projected images using FLD algorithm is performed as 
Equation 13: 
 

TP V P= ×   (13) 
 

In next step FLD features are extracted from the test 
image. Then Euclidean distances are calculated as (Saito 
and Toriwaki, 1994; Danielsson, 1980) Equation 14: 
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  (14) 

 
where, E is the Euclidean distance vector. 

Finally the minimum Euclidean distance using min 
(x) function is computed. The corresponding index with 
the minimum distance is the recognized image from 
database folder. 

2.3. Fast Pixel Based Matching using Edge 
Detection 

The recognition of the contours (edge detection) is 
used for the purpose of marking the points of a digital 
image in which the light intensity changes abruptly. 
Abrupt changes of the properties of an image are 
usually a symptom of events or major changes of the 
physical world. These changes can be discontinuity of 
the depth in the surface, changing the properties of 
materials and variations in lighting conditions from the 
surrounding environment. The edge detection is a research 
field of image processing, particularly the branch of 
feature recognition. The operation of edge detection 
generates images containing much less information than 
the original, because it eliminates most of the details 
that are not relevant for the purpose of identifying the 
boundaries (Marr and Hildreth, 1980; Fraser, 1985). 

The methods used for edge detections can be grouped 
into two categories: Search-based and zero-crossing 
based. Search based methods recognize the contours 
by computing the maxima and the minima of the first 
order derivative of the image, usually looking in the 
direction in which we have the maximum local 
gradient. Zero-crossing based methods seek for the 
zero-crossing points at which the derivative of the 
second order passes through zero, usually the 
Laplacian function or a differential expression of a 
non-linear function. 

The contours play a very important role in many 
applications of computer vision. A typical contour 
could be, for example, the boundary between an area of 
red colour and a yellow, or a line with a thickness of a 
few pixels and a different colour compared to a uniform 
colour background. 

The model illustrated here, has a function error erf 
that can be used to create a mathematical model of the 
effects of the blurs sufficient accurate to describe many 
practical applications. An image f with a one-
dimensional contour positioned exactly in 0 can be 
represented then by the following function Equation 15: 
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2.3.1. Calculation of the First Derivative 

Many algorithms for the recognition of contours 
operate on the first order derivative of the light intensity-
which corresponds to the gradient of the intensity of the 
initial image. Based on this we search the peak values of 
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the gradient of intensity. If I (x) represent the intensity of 
pixel x and I’(x) denotes the derivative (gradient 
intensity) to the pixel x, we get Equation 16: 
 

'( ) 1 / 2. ( 1) 0. ( ) 1 / 2. ( 1)I x I x I x I x= − − + + +   (16) 
 
2.3.2. Calculation of the Second Derivative 

Other operator for edge detection is based on a 
calculation of the second order derivative of the 
intensity, which roughly corresponds to the rate of 
change of the gradient. In the ideal case-in which the 
intensity varies in a continuous manner-the second 
derivative vanishes at the points of maximum gradient. 
This method, however, works well only if the image is 
represented in a suitable scale. As explained before, a 
line corresponds to a double contour and then you will 
have a gradient of intensity on one side of the line, 
immediately followed by a gradient of opposite value on 
the opposite side. For this reason it can be expected to have 
large variations in the gradient images containing lines. 

If I (x) is the intensity value at the point x and I’’( x) is 
the second derivative at the point x, then the following 
relation holds Equation 17: 
 

''( ) 1. ( 1) 2. ( ) 1. ( 1)I x I x I x I x= − − + +   (17) 
 

Nowadays set of operators is applied for edge 
detection operation. Roberts, Prewitt, Sobel operators 
of the first order, Marr-Hildreth method based on the 
second order. Currently the Canny algorithms-and its 
variants - are the most used method for the recognition 
of contours. None of the numerous other subsequently 
proposed methods have so far proved more effective, 
except in very specific applications. In his original 
work, Canny set out to find a filter that would eliminate 
the noise in the image. The filter could be well 
approximated by a Gaussian kernel of the first order. 
Canny also introduced the concept of non-maximum 
suppression, in which the gradient reaches the 
maximum value in the estimated direction of the 
gradient. The search for non-maximum in a grid of 
points can be implemented by calculating the gradient 
direction with the first derivative, rounding the 
direction found in multiples of 45° and finally 
compared with the values of amplitude of the gradient 
in the direction calculated. 

3. SIMULATION RESULTS 

The simulation is performed on the ORL face 
database which contains a set of face images taken 
between April 1992 and April 1994 at the Olivetti 

Research Laboratory in Cambridge University 
(http://www.cl.cam.ac.uk/research/dtg/attarchive/pub/dat
a/att_faces.zip). For some persons, the images were 
taken at different times, varying the lighting, facial 
expressions- open, closed eyes, smiling, not smiling and 
facial details- glasses and no glasses. Fig. 1 depicts 
samples of original images used for recognition. 

The simulation of the facial recognition system is 
performed using PCA, FLD and FBPM feature 
extraction techniques. Some of these methods have 
been analysied in (Chan et al., 2010). In this study we 
are unified these three feature extraction methods for 
dace recognition and give their comparative results. 
The classifications of the face images are performed by 
measuring Euclidian distance. The simulations are 
performed in two stages. On the first stage the noisy 
images (Fig. 2), in the second stage the face images 
without noisy are considered for recognition (Fig. 3). 

In the first experiment, 138 images of 23 persons are 
taken. In the database each person has 6 different 
images. In this experiment the number of test noisy 
images is 46 (Table 1). Using PCA the 40 images were 
recognized successfully and recognition rate (R.R) was 
86.9%. Using FLD the 42 images were recognized 
successfully and recognition rate was 91.3%. Using 
FPBM the 36 images were recognized successfully and 
recognition rate was 78.2%. 

In the second experiment, 231 images are taken. In 
the database these images belong to 33 persons. Each 
person has 7 different images. Number of noisy test 
images used in this experiment was 99. Using PCA the 
91 images were recognized successfully with recognition 
accuracy 91.9%. Using FLD the 92 images were 
recognized successfully with recognition accuracy 
92.9%. Using FPBM the 75 images were recognized 
successfully with recognition accuracy 75.6%. 

In the third experiment, 320 images are taken. These 
images are belong to 40 persons and each person has 8 
different images. A number of noisy test images used in 
this experiment were 80. Using PCA the 71 images were 
recognized successfully with recognition accuracy 
88.7%. Using FLD the 75 images were recognized 
successfully with recognition accuracy 93.8%. Using 
FPBM the 59 images were recognized successfully with 
recognition accuracy 73.8%. 

In the next stage the simulation results were obtained 
using non-noisy test images from the second set. Table 2 
shows the simulation results of non-noisy face recognition 
system using PCA FLD and FPBM algorithms. 
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In the first experiment, 65 images of 13 persons are 
taken. In this image database each person has 5 different 
images. Number of test images that are used in this 
experiment is 65. Using PCA the 59 images were 
recognized successfully with the recognition rate 90.8%. 
Using FLD the 62 images were recognized successfully 
with the recognition rate 95.4%. Using FPBM the 45 
images were recognized successfully with the 
recognition rate 69.2%. 

In the second experiment, 135 images of 27 
persons are taken. Each person has 5 different images. 
Using PCA the 127 images were recognized 
successfully with recognition accuracy 94.1%. Using 
FLD the 130 images were recognized successfully 
with recognition accuracy 96.2%. Using FPBM the 90 
images were recognized successfully with recognition 
accuracy 66.7%. 

 

 
 

Fig. 1. Samples of original images 
 

 
 

Fig. 2. Noisy test images 
 

 
 

Fig. 3. Test images without noisy 

 
Table 1. Recognition rates of the system for noisy tested face images 

Subjects Tested faces Faces in database PCA R.R (%) FLD R.R (%) FPBM R.R (%) 

23 46 138 86.90 91.30 78.20 
33 99 231 91.90 92.90 75.60 
40 80 320 88.70 93.80 73.80 

 
Table 2. Recognition rates of the system for non-noisy tested face images 

Subjects Tested faces Faces in database PCA R.R (%) FLD R.R (%) FPBM R.R (%) 

13 65 65 90.80 95.40 69.20 
27 135 135 94.10 96.20 66.70 
40 200 200 94.50 95.50 62.50 
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In the third experiment, 200 images are taken. These 
images belong to 40 persons and each person has 5 
different images. Using PCA the 189 images were 
recognized successfully with recognition accuracy 
94.5%. Using FLD the 191 images were recognized 
successfully with recognition accuracy 95.5%. Using 
FPBM the 125 images were recognized successfully with 
recognition accuracy 62.5%. The simulation results 
demonstrate the efficiency of using of PCA and FLD 
methods over FPBM method in face recognition. 

4. CONCLUSION 

Three different feature extraction methods (PCA, 
FLD and FPBM) are applied for face recognition. 
Euclidean distance is used for classification of the face 
images. The structure of the face recognition system was 
designed and the computer simulation of the recognition 
system has been performed for two kinds of face images: 
Noisy and without noisy cases. The simulations have 
been done using different number of images. The best 
average recognition rate for noisy and non-noisy images 
was obtained using FLD method. The recognition rate of 
40 images was obtained using FLD method equals to 
93.8% and 95.5% for noisy and non-nosy cases 
respectively. The performances of the FPBM for the 
given images were 73.8% and 62.5% respectively. The 
performances of the PCA for the given images were 
88.7% and 94.5% respectively. The simulation results 
demonstrate that the FLD method is useful for 
recognition of face images. 
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