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ABSTRACT

Opinion Question Answering (Opinion QA) is the tadkenabling users to explore others opinions towar
particular service of product in order to make diecis. Arabic Opinion QA is more challenging dueit
complex morphology compared to other languageshasdmany varieties dialects. On the other hande thiee
insignificant research efforts and resources abkdl#ghat focus on Opinion QA in Arabic. This stuaiyns to
address the difficulties of Arabic opinion QA byoposing a hybrid method of lexicon-based approath a
classification using Naive Bayes classifier. Thepmsed method contains pre-processing phases sjch a
transformation, normalization and tokenization axgloiting auxiliary information (thesaurus). Thexicon-
based approach is executed by replacing some waittisits synonyms using the domain dictionary. The
classification task is performed by Naive Bayesdifeer to classify the opinions based on the pasibr
negative sentiment polarity. The proposed methadleen evaluated using the common informationeneti
metrics i.e., Precision, Recall and F-measure.déonparison, three classifiers have been appliec¢hwhie
Naive Bayes (NB), Support Vector Machine (SVM) dttlearest Neighbor (KNN). The experimental results
have demonstrated that NB outperforms SVM and KNNuthieving 91% accuracy.

Keywords. Sentiment Analysis, Opinion Question Answering,WaBayes, Lexicon-Based

1. INTRODUCTION subjective (yields opinion) or objective (yieldscth is
called subjectivity classification. Subjectivity the way
With the dramatic expansion of the World Wide Web, that emotions and opinion can be expressed irathgulage
the processing of investigating people’s opiniorss h  while objectivity refers to the factual phrases ¢b&et al.,
become more accessible and straightforward. Usudist 1999). The problem of identifying documents whetités
information would be in a textual mode. Thus, tise of subjective (yields opinion) or objective (yieldscta is
recent technologies such as, web mining and semanticalled subjectivity classification. Question answegris the
web facilitate the text analyzing which leads tdrast method that provides automated answers for human-
the knowledge. Such process called sentiment asalys generated question. QA is very challenging isspe@ally
(Pang and Lee, 2008). Subjectivity is the way thatwhen dealing with opinion question answering whigs
emotions and opinion can be expressed in the layyua difficulty that lies on the long answer that it deeinlike
while objectivity refers to the factual phrases €¥&et al., the factual based questions which have shorter and
1999). The problem of identifying documents whetiés complete answers (lét al., 2009). The complexity of the
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Opinion QA resulted from the fact that it combines English languages and Eastern web forum posts for

very challenging natural languages processing taskArabic language. The results show that EWGA is very

sentiment analysis and question answering compadng Competitive approach for feature selection.

the traditional QA systems that seek related fdctua  This study aims to identify Arabic business revietnet

Information to the given question, opinion QA is nmo  Scattered over the internet (approximately 2,000L&R

complicated due to finding customers sentimentation ~ have been collected). Then a feature selectionbees

on a specific target. determined which aims to |r!vest|gate the occurrence
Arabic is a rich language which has vastly spokgn b number of keywords on each line. Furthermore, tiresd

nearly 300 million people. The Arabic content ore th Ada Boost classifier in order to classify those woents

World Wide Web has been increased in recent yearsWhether it is a review or not. Using a similarityagh

Although it has key challenging, few researcheshasen which represents similar wor_ds (whether in mearingn
done in terms of opinion question answers. Thee ar _pol_arlty) by an edge, the weight of those _ed_ges_l:tfalan
several reasons that make Arabic opinion QA more'nd'ca.tlon to classify the words whether it |s.pmm or.
challenging. The first reason is the lack of theoteces for g?gg’i‘gi\ﬁ a-;zereggl)lpgsrigarri?qztwsh gglseriimﬁ]\geigwglghly
Arabic_opinion QA. Second, it has a very complex techniques. Whilst Farreet al. (2010) proposed an
morphology as compared to other languages. Moreovera roach that can classify both of sentence-levil a
Arabic language has many varieties dialects; thiags dggument-level in terms of Arabic sentiment analy$n
another complexity since most writers express the"sentence-level the authors used two sub-a roa{clﬁ)'éi;\
guestions and also opinion using local dialecteiadt of bp

. . .. are grammatical and semantic. Firstly, they used tw
standard Arabic language. So, we end with manyterrit ; k
. . . . features which are sentence type (nominal senteacds
dialects instead of one formal language. This stidys to "
address the difficulties of Arabic Opinion QA byposin verbal sentences) and transition word (words tbanect
. - P Yop 9 two sentences), secondly (in the semantic side) tised
a hybrid method of lexicon-based approach and

lassificati ing Naive B lassifier. Th d three features which are the frequency of negatiords
classilication using Nalve bayes classilier. Thepose such as don't, didn’t and doesn't, the frequencypécial
method contains pre-processing phases such

4%haracters such as () and (?) and the third feasithe

transf_o_rmanon, __norma_hzatlon _ and tokenization and frequency of emphasis words such as really, espeaiad
exploiting  auxiliary  information  (thesaurus). The heavily. Eventually, the resulting sentence-level
experimental results of the proposed method have '

q d 91% of h q hed h classification will be an input for the documentdé in
emonstrate 1/‘.’ ot accuracy. The proposed meths order to classify each sentence. The proposed apiprtwas
been compared with other existing approaches aadrsh

. gained high accuracy that seems to be feasibledtr of
that the results of this study seem to be promi#mthe  gentence-level and document-level in terms of et
field of Opinion QA.

analysis for Arabic language.
El-Halees (2011) proposed a combination of lexicon-
2. RELATED WORK based, maximum entropy and k-nearest neighbor weiting
a corpus of Arabic words in order to classify opivdated
Arabic documents. Similarly, Abdul-Mageed and Diab
2011) have built a large corpus for Modern Staddar
rabic words from newswire documents annotatedhen t

Devitt and Ahmad (2007) proposed a computable
metric of positive or negative orientation in firgad news.
The authors used cohesion-based text representatio

algorithm that builds a graph representation of f@m  gentence-level. Their method firstly perform a bjna
part-of-speech POS tagging without disambiguatising!  ¢|5ssification in order to classify documents intgjective
Word Net. While (Gigietet al., 2008) used a customized 54 supjective and then perform a binary classiicain
domain dictionary of Arabic words from social media terms of classifying subjective documents into fsior
posts in order to classify the opinion’s polarithether  negative. Al-Subaihiret al. (2011) this study addresses the
positive or negative. Based on lexicon approach thegpstacles of sentiment analysis when dealing witbrmal
authors differentiate the formal Arabic languaged an Arabic language. They proposed an unsupervised
informal. Abbasi et al. (2008) develop an Entropy |earning technique which is human-based computing i
Weighted Genetic Algorithms EWGA which is a order to build a lexicon; this would contributesolve the
combination of genetic algorithms and informatiamirg  problem of insufficient informal Arabic corpus. The
in order to extract feature in movie reviews dat fer used a game-based that attracting users to budgicon
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by tagging words or phrases with its polarity whesth
positive, negative or neutral. The resulting lexisowill
pass to a sentiment analyzer that divide it intotesgces,
each sentence will be partitioned into set or woadd
then such words will be matched with its polarity.
Elarnaotyet al. (2012) proposed a method for extracting
the opinion holder in Arabic. The method is based o
pattern matching and machine learning. Experimental
results on the Arabic Opining Holder corpus showatth
CRF achieve better results than the pattern magchin
approach. The authors report 85.52% precision, B9.4
recall and 54.03% F-measure.

3. PROPOSED METHOD

The proposed method that has been used consists
several phases. The framework determines the flothe
research methodology phases which include transfiimm
normalization, tokenization, feature extraction
classificationfig. 1 illustrates all those phases.

and

3.1. Transfor mation

This phase aims to turn the data into an internal
representation that enables applying pre-processind
classification steps. Basically, the reviews’ comteewhich
are in Arabic language have been collected anddiartext
files. Note, that there are several steps have deee in
terms of transformation, those steps determinésllasvs:

3.1.1. Turning the Filesinto UTF-8 Encoding

UTF-8 is an encoding that can be used to simulaye a
character in the Unicode character. It has beed inserder
to represent complicated languages such as Arafguihge.

3.1.2. Arabic Letters

Firstly, all the Arabic letters have to be transfied in
order to recognize any Arabic word.

3.1.3. Arabic Diacritics

Arabic language has numerous diacritics (taskfid),
it is vowel marks that indicate how to pronouncteles
(e.g., short or long vowel).

3.1.4. Definite Articles

It is a set of letters that could be prefix of suffthich
indicates to the kind of reference that made bynthn.

3.1.5. Arabic Stems

Arabic verbs have numerous forms of derivation.hSuc
forms referred to the origin stemifea’l which means verb.
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Dictiohary .
o Feature extraction
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Hybrid Classification
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4

Final answer extraction

Reviews

Naive Bayes
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Lexicon

Wk

Training
set

Fig. 1. The system design

3.2. Pre-Processing

This phase aims to clean, normalize and tokeniee th
data, in other meaning removing noisy, irrelevant a
duplicated data in order to carrying out the clsaiion
method on the data. Such data has to be removetidue
its effects on the accuracy of the classificatidine
steps of pre-processing phase are illustrated lasnfo

3.2.1. Special Character Extraction

Every character seems to be non-Arabic letter hidmet
removed.
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3.2.2. Non Arabic Letter Extraction

This process aims to remove special character,(e.g.

_+-577).
3.2.3. Digit Extraction
Digits from 0 to 9 have to be removed.

3.2.4. Diacritics Extraction

As mention before, Arabic language has several $orm

of diacritics thus; those diacritics have to be ogad.
3.2.5. Definite Articles Extraction

3.3.2. Feature Extraction

In this step, feature extraction aims to identifhet

features that appear in the questions for instance,

guestions that ask about a specific service inréiquaar
industry such as, room service which indeed locéated
hotels, have to be analyzed in order to extractseho
features (room servicel.able 2 illustrates an example
of extracting the feature type.

3.3.3. Question Type Deter mination

This step attempts to identify the type of the does
There are several forms of questions such as géiserior

As mention before, those articles could be prefix 0 comparativeTable 3 shows an example.

suffix (Table 3). Such articles have to be removed.

3.2.6. Tokenization

3.4. Lexicon-Based

Sentiment lexicon or so called senti-lexicons is th

Tokenizing the data indicates to deleting multiple process where each word is associated with a pylari

spaces. score which indicates the orientation of the word
(positive or negative). The sentiment lexicon is thost

. . sensitive resource for most sentiment analysis
As mention before, Arabic language has numerousy|gorithms (Feldman, 2013). In the following, an

3.2.7. Stemming

forms of verbs thus; those derivations have totbmmed
to its own roots.

3.2.8. Stop-Words Extraction

Stop words are words that connect the sentencezhwhi

seem to be irrelevant and have to be removed.

3.2.9. Filtering Arabic L etters

illustration for designing Arabic sentiment lexicdras
been descripted in detail$able 4 shows the structure
of the proposed Arabic sentiment lexicon.

As seen inTable 4, syntactic refers to the annotated
part-of-speech for each words (adjectives, adveduns
and verbs). The common syntactic that usually use¢te
adjectives. Whereas, score is refer to the dedreelarity

from most bad to most good which has been ranged

There are some letters in Arabic that have severaheyeen -5 to 5. Eventually, inflections forms refie the

forms, so that those letters have to be unified.
3.3. Question Analysis

forms that the word can be formulated whether for

singular, female, dual, or plural.

In this section, several steps of analysis haven bee 3.5. Classifier Selection

conducted in order to acquire more informativeiegtl of
the questions. Each question yields one or moreatidn
for product, service or an industry. Therefore Jizitig
those features may facilitate to retrieve more viahe
guestions. Those analytical steps determined bsnfel

3.3.1. Named Entity Extraction

In this step, it aims to identify the name of theitees
that appears in the questions for instance, questibat
ask about a particular industry such as hotelsesprnts
have to be analyzed in order to extract thoseiestiT his
can facilitate the analysis of the questiohable 1
illustrates an example of this step.

////4 Science Publications

This study aims to take the advantage of Naive Baye

classifier in order to combine it with the lexicdrased.
Naive Bayes has several advantages but the maiis time
ability to classify rapidly without using a largeining set.
This algorithm is very effective in terms of cldgsig
documents. It has been vastly proposed in litegatuch as
(Melville et al., 2009; Pang and Lee, 2004; Tenhal.,
2009). It uses the statistics in order to perforobpbilities
classification. Basically, it aims to analyze thesance and
presence of a particular feature in order to indepatly
classify feature using probabilities. It is veryfeetive
when treating words that have probabilities to péion
or not such as, adjectives or adverbs.
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Table 1. Sample of named entity extraction

Question

Named entity

S 500 b sh Osmdl ) Bl clapdi sale

What is your feedback about Radisson Blue hotel?
el g (3204 oyl 5 Le

What is your feedback about MovenPick hotel?

S el S8
Radisson Blue hotel
laid go (33
MovenPick hotel

Table 2. Feature extraction

Question

Feature type

S 5000 b sh Ol ) B8 3 jall (5 gl ga La
What do you think about the room service in RadiBlne Hotel?
Sisa (58 g pelaall e 50 Lo

What is your feedback about the restaurant of KaskdiHotel?

ol (5 gl
Room service
(Suital (3238 anlas

kempinski hotel’s restaurant

Table 3. Question type determination

Question

Question type

9ol sy (3308 axlae (pe Juadl Gliid 5o (323 aadae Ja Sl

Comparative question

Do you think that MovenPick’s hotel’s restauranttbethan Radisson Blue hotel's restaurant?

€5l ¢yt 5 33 Lo slen 3 b5 5 Lo

Descriptive question

What is your feedback about the swimming pool odif®on Blue Hotel?

Table 4. Structure of Arabic lexicon

Word Syntactic Synonyms Score Inflections forms aiMag Polarity
RTEN Adjective 020 ¢ plad ¢ e 4 Gl ¢ Glaa ¢ Osas Good Positive
Jrea Adjective Gy ¢adl ¢ gla 4 OOhea ¢ O ¢ shea Beautiful Positive
P Adjective st () et U -4 Gl jie ¢ Gl jEa ¢ G5 e Disgusting Negative
It can be formulated as follows Equation 1: where, tk is a feature that co-occurs with clasar@ also
we can calculate {C;) by Equation 4:
P(C,)P(d|C,)
PG ld)=—F +—— ) 1+nk
| P(d) P(t[C,) =S (4)

where, P(@d) is the posterior probability of class Ci given
a new document d, p(Cis the probability of class Ci
which can be calculated by Equation 2:

N

P(C) =,

2

where, Ni is the number of documents that assatiaith
class Ci and N is the number of classes,;|#(Gs the
probability of a document d given a class Ci and)) X the

I+ Zlhzlnhi

where, n hi is the total number of documents tloaitatin
feature tk and belong to class Ci, | is the totainber of
distinct features in all training documents thatobg to
class Ci. NB calculates posterior probability fack class
and then assigns document d to highest posterior
probability's class, i.e., Equation 5:

C(d) = argmax | C| (P(C |d (5)

probability of document d. Because the independence e reason that this study used NB as classifiénds

assumption of NB, The probability of document d ¢en
calculated by Equation 3:

PG ‘d) =P )lfl(tk ‘Ci ) (3)

///// Science Publications
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NB has the ability to classify objects based orfettures
independently, in other meaning NB focuses on some
features regardless of the absence or presendbersdor
instance, a negative answer may consist of negation
adjective or adverb NB considers each of thesaifeatto
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contribute independently to the probability thas tanswer
is negative regardless of the presence or abséitloe other
features. This scenario is very common in the Aratfiere
all features may not exist. Therefore, by applyiigjon the
reviews comments in our study, the classificatias heen
done by identifying the number of positive and riega
reviews. Note that, the opinions presented withstsociated
feature, location and all the specific detaigure 2 shows
the algorithm of the proposed method.

Transformation

1)
2) Pre-processing

Input: D
Steps
2.1) Removespecial character.
2.2) Removenon-Arabic letters.
2.3) Removedefines articles.
2.4) Removediacritics.
2.5) Stemming,
2.6) Removestop words.
Output: D’

3) Classification

3.1) Lexicon-based
Input: (D", Do)

D’ Pre-processed data
Do:Domain Dictionary
Output: D"’

D’ Words with svnonvms from
the dictionary have been replaced.
3.2) Naive Baves

Input: (C,Tr, Ts, RI, R2)

C: Classification method

Tr: Classified training data

Ts: Testing data

R1:Ratio of training pertion
RZ2: Ratio of testing portion
Steps

3.2.1) C (IT¥) 2 RI

3.2.2) C (Ts) D R2

Output: Cd

Cd: Classified data

Fig. 2. Algorithm of the proposed method
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4. RESULTS

Basically, the results consist of two parts whigke a
lexicon-based experiment results and classifiers
experiments results. In the first experiment, savimpes
of features and investigating their effect on perfance of
the Arabic opinion question answering have beerrtak
place. The aim is to efficiently integrate thosattees with
the most accurate classification algorithm. There a
several features have been used on the lexicombase
approach phase. Firstly, sentiment words polariyeh
been tested as a feature set (F1). Then, nameg sath
as, hotel and resort have been also tested asaedeset
(F2-F3). Whereas, the feature set (F4-F7) refersheo
special features that indicate type of service$ s1%; room
service. Eventually, the feature set (F8-F9) admreshe
determination of the question whether it is compegaor
descriptiveTable 5 illustrates those feature sets in details.

The second part of results is the classifiers tesul
Basically, three classifiers have been carried wiih
the lexicon-based approach. Such classifiers arweNa
Bayes NB, Support Vector Machine SVM and K-nearest
neighbor KNN. The evaluation has been performed
using the macro-average F-measure. Note that hitee t
classifiers have been performed firstly without the
lexicon-based. Table 6 shows the results of the
classifiers without lexicon-based approach.

Sequentially, each classifier has been combinetd wit
the lexicon-based approach independently in order t
investigate the role of lexicon-based approacable 7
to 9 show the results of those classifiers with lexicon
based approach.

5. DISCUSSION

As shown in Table 7-10, there is a remarkable
enhancement when using lexicon-based approach which
demonstrates the significant impact of utilizingit®n-
based. On other handiable 10 shows that NB has
outperformed SVM and KNN by achieving 0.91 F1-
measure for positive, 0.91 F1l-measure for negative
0.91 for the macro F-measure. As a result, NB teenb
selected to be the best classifier for the combmnawith
lexicon-based approach. Therefore, the proposedicyb
method contains NB classifier and lexicon-based
approach. The proposed method has demonstrated a
remarkable increase in the Macro-averaging of F-
measure. However, since this study uses a different
dataset compared to other previous work, the result
cannot be compared directly with their results.
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Feature set name Feature Feature name

Sentiment words polarity F1 The weighted polarityvords

Named entity F2 The proportion of opinions thatidgate hotel
F3 The proportion of opinions that indicate resort

Special features F4 The proportion of opinions thdicate room services
F5 The proportion of opinions that indicate restatiservices
F6 The proportion of opinions that indicate gensealices
F7 The proportion of opinions that indicate quatigrvices

Question determination F8 The proportion of comipegaopinions
F9 The proportion of descriptive opinions

Table 6. Results of three classifiers without lexicon-baapgroach

Macro F-measure

F1 Measure for sentiment positive

F1 Measure for sentiment negative

NB
SVM
KNN

0.85
0.80
0.79

0.80
0.81
0.82

Table 7. Results of NB with lexicon-based approach

NB

Macro F-measure

F1 Measure for sentiment positive F1 Measure for sentiment negative

F1

F2-F3

F4-F7

F8-F9
Macro-averaging

0.92
0.89
0.92
0.91
0.91

0.92
0.89
0.92
0.91

0.91

0.93
0.90
0.93
0.91
0.91

Table 8. Results of SVM with lexicon-based approach

SVM

Macro F-measure

F1 Measure for sentiment positive F1 Measure for sentiment negative

F1

F2-F3

F4-F7

F8-F9
Macro-averaging

0.86
0.88
0.88
0.88
0.87

0.86
0.88
0.89
0.90
0.88

0.87
0.88
0.87
0.87
0.87

Table 9. Results of KNN with Iexicon-based approach

KNN

Macro F-measure

F1 Measure for sentiment positive F1 Measure for sentiment negative

F1

F2-F3

F4-F7

F8-F9
Macro-averaging

0.84
0.85
0.87
0.87
0.85

0.84
0.87
0.86
0.88
0.86

0.85
0.83
0.89
0.86
0.85

Table 10.Macro-average results for the three classifiersh wit
lexicon-based approach

Macro-average F1l-measure F1-measure
precision for positive for negative
NB 0.91 0.91 0.91
SVM 0.87 0.88 0.87
KNN 0.85 0.86 0.85
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6. CONCLUSION

This study proposed a hybrid classification method
consist of Naive Bayes classifier and lexicon-based
approach in order to build Arabic Opinion question
answering. The dataset has been collected from the
comments of Jordan hotels and resorts’ residentter A
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