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ABSTRACT

The increasing growth of information in online dadilibraries causes an increasing need to develop
techniques to retrieve. In the digital library,dability-finding the user required information i$actic task
than those of usability. The major issues in finlilgbare (a) topic diffusion: results of a traditial
keyword based search, often leads to multiple tapéas, some of which are not interested to usgtaék

of scoring mechanism: at present, digital libratéek effective and accurate publication rankingsus the
users are forced to scan a large result set, whads them to miss the important ones; providircuete
publication scores can help users in reducingithe spent in searching and (c) selecting searctvéeds:
users spend more time to choose their search kelgwarhich will express their information need. This
study proposes TAG, a new context based retriesehrique that controls the topic diversity and
overcomes the above mentioned issues effectivebindJIEEE publications as the test bed and IEEE
thesaurus terms as context, our experiments ireitat the proposed retrieval technique effectively
produces output results and considerably redueeseultant set.

Keywords. Context-Based Search, Literature Collection, Tapiffusion, Publications Ranking, TAG-
Tree, Information Retrieval

1. INTRODUCTION Ranganathan (Abideen and Srivathsan, 2004), the
father of library science has rightly mentioned’gRi
The digital library is an electronic library whetlee  information to the right user at the right timetive right
information is acquired, stored and retrieved igitdl  form'. It is observed that the features of digitifrary
fofrm. These libraries havr? divefzrﬁifitedtcollfc_tiorﬁ (I) seem to reflect the vision of Ranganathan. Yet
Information resources such as full texts of jousna ystematic evaluation of the implementation anitacfy
conference papers, CD-ROM databases, thesis an f these digital library systems is often lackimiye to

dissertations, e-journals, e-books, examinationepap "
manuscripts and these are available to the useasyat the tra_ld_|t|ona_l key_word bas_ed sgarch.
Digital libraries provide instant access to all

time. Many academic libraries, includes not onlg th - " '
familiar books and journals of the general coliecs, information, for all sectors of society, from anyavh in
but many rare and unique materials. the world. This is simply unrealistic. This concepines
Each year sees the introduction of new digital from the early days when people were unaware of the
libraries promoted as valuable resources for eshrrat complexities of building digital libraries. Insteathey
and other needs. Digital libraries offer diverse mostly like a collection of disparate resources and
information resources in digital format. Traditidiga disparate systems, catering to specific communéied
libraries have been warehouse of knowledge progidin user groups, created for specific purposes. Thsy alll
information services to the users. include, perhaps indefinitely, paper-based coltetsi
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Further, interoperability across digital librarie
technical architectures, metadata and documentdaitsm
will also be possible only within relatively bourdie

the user-highlighted text, from which queries aneated.
The users can specify contexts of interests before
viewing search results and no structural and hibieal

systems developed for those specific purposes andnformation are used. Sometimes user need not give

communities.

keyword to initiate the search, e.g., in (Coppelal.,

On the one hand, there seem to have an explo§ion a2010), according to the environment variables, extst

information with journals and magazines piling high
the book shelves of libraries. On the other haitthee

are selected automatically. Results are retrieeedHe
set of predefined query based on the corresponding

because of limited knowledge on how to retrieve context. The user can select from the list of isstilat

information or there is an insufficient amount of
information available, the number of clients asking
librarians for information is steadily increasing.

Any given query may fetch huge number of results.

It is obvious that very few results are relevanth®e user
needs out of the huge set of results even though th

are generated automatically.

A variety of categorization techniques, classtfima
and clustering are proposed that will make the ltesu
more understandable. Scatter/Gather (Hearst and
Pedersen, 1996) was one of the first clusteringesys
on top of the Information Retrieval engine, in whiit

contain the keyword. Thus, we need an effective groups documents based on the similarities in their

searching technique in digital collection, to proeuhe

contents. Grouper (Zamir and Etzioni, 1999) usefixSu

best result. The main problem here is, the relationTree Clustering (STC) that identifies sets of doeota

between the terms in the given query (Lambetrtal.,

sharing common phrases. Lingo (Osinski and Weiss,

2009; Liet al., 2007) i.e., the meaning of the entire query 2004) uses Singular Value Decomposition (SVD) twl fi

is missing. Thus it is needed to consider the qasrthe
contexts instead of considering just as keywordst N
only the keywords, but the synonym of it also plays
important role in the searching era.

These high growth rates introduced several chgdien
facing the information access capability of digitiataries.
Some of the challenges that motivated the reseaock
presented in this study are (a) large sizes andt top
diversity of search output results; (b) lack ofeefive
scoring functions for publications; (c) lack of effive
scoring functions for search outputs (Bani-Ahma&iN®);

meaningful labels for the clusters. Findex (Kakd0Z2)
seeks frequent words from the results to classigmt
SemreX (Jin and Chen, 2008), a semantic overlay for
desktop literature/document retrieval in peer-terpe
networks. Similarly other techniques like fuzzy teyss,
support vector machine are also used to clustarrdents
(You and Hwang, 2008; Saracoghal., 2007).

Similarly to improve search experience some
systems use classifications of documents. In
(Campbell et al., 2007), documents are classified
based on the user’s background information. Sinyilar

(d) Supporting examp|e-based search queries; a)]d (eln (lsaet al., 2008) Bayes formula is used to |dent|fy to

scalable search-keyword suggestion to users.

The remainder of the study is organized as follows
Section 2 is devoted to the issues relevant tackesy in
the digital collection. In Section 3, we describdee t
working mechanism of TAG. Section 4 shows our
performance evaluation result. Finally, Section 5
presents conclusion.

2. RELATED WORK

As the fabulous growth of the digital library iadh
year, the problems with indexing and searchinggitali
library is increased in a high rate. There are ndigital

which predefined group, this document belongs td.iB
a single keyword represents multiple contexts, thes
system will produce highly inaccurate results.

If these categorizations are done in online, ten
most relevant document may not appear in the taheof
result set, also partially relevant documents may b
scattered around the list. Mostly search systenes ar
based on the importance of the papers and/or the
existence of the keywords. They do not give much
importance for the context.

For checking the existence of the keyword, siritilar
techniques like Text-based (Chen and Chiu, 2010),
Google based (Cilibrasi and Vitanyi, 2007; Aligay
2009) similarity is used. Even though there are ynan

literature systems that produce results based @n thiechniques are available, still the end users tagging

importance of the query keyword. These systemsalo n
use contexts to organize search results.

to get the desired information. Because, in a kegwo
based search, the main ambiguity is that, a singled

In contextual web search approach, e.g., Y!Qmay have different meanings, where as differentdaor

Contextual Search (Krafet al., 2006) and IntelliZap
(Finkelsteinet al., 2004), a context is captured around
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In Context Based Search (CBS) (Ratprasartgoah, The major drawback of this system is to searcheeith
2009), during pre-querying, publications are assign context or synonyms and not in a combined form.
into pre-specified ontology-based contexts and yuer
independent context scores are attached to papdrs w
respect to the assigned contexts. When a query is
posed, relevant contexts are selected, search is A new architecture called as TAG is formulated to
performed within the selected contexts, contextreso address these issues. TAG uses Context-Based Search
of publications are revised into relevancy scoréthw Which the query can be done using the keywordsitand
respect to the query at hand and the context tiet t Synonyms.
are in and query outputs are ranked within each The various functional components of the TAG
relevant context. The major drawback in this system architecture are:
that for searching within each selected contextthe
publications in the database are verified lineafljus .
it takes more number of comparisons and which in tu
increases the retrieval time.

As an alternate Search-and-Distribute-to-Contextse
(SDC) approach is also handled here in order teiti

3. TAG ARCHITECTURE

TAG Extractor: Parts of the Publications are

extracted from digital collection, for the constiion

of Contexts and for indexing

TAG Indexer: Publications are indexed based on the
context. Publications that match the particular

the context information. In SDC, the same strategy
followed as in CBS, to assign papers to Contextstan

compute the context scores of each paper. Wheriy qu e

is given, unlike CBS, it first performs a keywordded

Context are mapped in the TAG-tree. Publications
are assigned the first level scoring

TAG Suggester: Helps user to select right terms for
the query with the help of usage history

search, across all the publications from whiclinid$ the .
contexts and publications that falls in. Then neksathe
publications within each located contexts. Since th
query is matched against the whole database, isesea
the computation overhead. The meaning of the qisery .
not conveyed, because of the keyword-based search.

To overcome these issues New Context-Based
Search (NCBS) (Thangaraj and Gayathri, 2011a) itses
searching structure to hold the contexts and m®8yms

along with its publications. The searching struetis a Note that the first two tools of TAG are indepenide

combination of B-tree and inverted list. Contexts are of query and pre-executed. The remaining tools rieed

extracted from the documents in the corpus usifi@me  query as an input and executed at on-line. Theativer
extraction based techniques. All the documentshin t architecture of TAG is shown in tifég. 1.

corpus are classified based on the context regardié Using the TAG Extractor, publications in the
the query and aBre mapped into the NCBS struct@®ah  gatabase are pre-processed. Then Contexts ardfietent
Com\k/’\'/?]at'on of -tree.and_lnvertehd L|st|. __from the publications using extraction. Then these
. Vhen a query is given, the relevant context is publications are mapped to the TAG-tree based egeth
|dent|f|e_d and returned with its synonym as _vveIItIae identified Contexts, by the TAG Indexer. TAG Sugges
appropriate document of the context. The main demkb parses the publications at offline. By this infotioa at

of this method is it can search only with the catte :
not with its synonyms. It will just return the ligf background, TAG Suggester suggests the right tésms

synonyms. Thus improved version NCOSBS constructing the query. Once. the query is givernthsy
(Thangaraj and Gayathri, 2011b) will search both in YSer: then TAG Retriever retrieves the relevantt€ds
Context and its synonyms. The data structures msed ~fom the TAG-tree, at the same time, relevant tesae
B*-tree and hash table. Here it searches contestsifir ~ retrieved from the previous search log. From theselt

the context tree; if available then proceeds séagcto ~ Sets, publications are retrieved along with itsreso

its publications and finally its related synonymse a Now using the TAG MRanker, both the result sets are
returned. If it is not available then, the relevdmaish  merged and ranked based on the scores of the
table’s look up is done; find its relevant synonymes, it publications. These ranked list of publications #ren

is where the given query is searched against syneny returned to the user as the final result set.

TAG Retriever: Retrieves the relevant publications
based on each Context that are relevant to thengive
query with the help of Thesaurus. Also next level
scoring is assigned to the publications

TAG MRanker: Publication results of various
Contexts are merged. Finally based on the different
levels of scoring, publications are ranked, which i
turn passed to the users
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3.1.TAG Extractor TAG-tree, it has only the Context, that is, pattesth the
three tuples <prefix><context><suffix>. But, thafiemode
has Context, its Cluster information and a poittea list
that holds synonyms (refer NCBS for more informatio
The Context taken in this study is nothing but
thesaurus terms. It is better to find a way to meitge a
aFelationship between the term and each publicatiod
decide whether the publication should be categaripe
the term. Expert intervention is needed for the
effectiveness categorization when the number of

This tool is used to extract Contexts from theitelg
collection. Based on these Contexts, the publinatare
categorized. The workflow of this TAG Extractor is
depicted irFig. 2.

It is advantageous to parse the two areas such
publication title and abstract of publication(a)
publication titles since (i) the number of tokens in a title
are an order of magnitude less in count than tken® of

the full document and (ii) publication titles are e
significantly less likely to have ambiguous tokeffike publications and contexts are small. However, tmatrer

impersonal pronouns) than the full document even©f contexts and publications are very Iarge.. Manual
though, in rare occasions, authors choose for their@SSignmentis not practical and also very time-gomsg.
articles humorous, but irrelevant names. Suchstitlee ~ To automatically assign publications to Contettts,
humorous and easy to be remembered by users ay|d th@XlStence of the Contexts are verified in the mhbns.
have great value in navigational queries in whibh t First, the context terms in the publications aghlghted.
user has a particular target. On the other haedgttites ~ Then all the synonyms of the Contexts are alsoligigid,
negatively affect the performance of informational by refining once again, now the publications canitgj the
queries, in which the user is looking for sourckatt Context patterns are added to the respective piiblic
provide background knowledge about the search topiccluster called P-Cluster. Publications of the Psts are
(Lee et al., 2005). To solve this approach, we also assigned scores based on the relevance between the
suggest preprocessir(@)) abstracts of publications in publications and their respective context.
addition to titles anéteywor ds are also extracted.

These extracted parts of the publications are then3-3- TAG Suggester
tokenized. These tokens are cleaned, by the process Studies show that users spend considerable amounts
as stop words removal. Terms from IEEE Thesaures ar ot time in search sessions to properly select kegsvand
used_ as Contexts. In addltlor_1 to that S|gn|f|caamtrs_ of o modify their search keywords in order to suciudiss
publlcatlons_ are also considered to best define theg.,ia publications. A search-keyword suggester hedy
Conte>_<t (as in NCBS). . . users choose keywords properly and thus, usertesse

Brlefly, a Context is in a pattern form, which likely to face unsuccessful search attempts.
consists of three luples <prefix>, <context> and ™" g ggester is based on the prior analysis ef th

- Significant words are assigned to <cotwex publication collection at hand. The working meclsami
tuple, where as the words surrounding the significa f TAG Suqaester is depicted igia. 4. Initiall
words are assigned to <prefix> and <suffix>. or 1A% 99 P 1g. . y
publications are parsed using the Link Grammar é?ars

3.2.TAG Indexer (LGP), is a syntactic parser of English. As statethe
previous section, the three important parts of the
publications are used for parsing. The linkagesveenh
the tokens of the publications are stored in thePLG
Database along with the parsed tokens. Parsingeis p
executed and not dependent on queries.

When the user starts typing the Context keyword,

Contexts based on which the publications are
categorized, are constructed using TAG ExtractawN
this section shows how the publications are assidoe
these Contexts. TAG-tree is a combination bti@e and
list as shown irFig. 3. At first TAG-tree is constructed

and the Contexts created by the TAG Extractor aea t K di . lled K .
mapped to it. Finally the publications are assigteds Token Predictor (TP) is called to make suggestions

relevant Contexts. the first few letters given by the user. But thggestion
The TAG-tree is organized based on the contextsSCOPe Of TP is reduced based on the terms feddgliea
with its prefix and suffix terms. The leaf node tae  the current session. When the user starts typirig, T
Context and a pointer to the relevant documentrve fetches the LGP database for the tokens whichsstath
leaf node of a Btree points to a synonyms list. The the given keyword letters. In addition, it fetchtee
synonyms list has the set of synonyms for the givenusage history for the tokens. If this is not thstfcall to
context. Each context is mapped into the TAG-treeam TP for the current session, then TAG-tree is also
individual bucket element. In the internal nodes tlué searched with the already completed Context keyword
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In all these fetches, scores are allotted to thslt®  the searching mechanism repeats the searchingein th
based on their relevancy/importance. Finally TPl wil same fashion to retrieve the required information.

pass all these results to ranking module, whicH wil When searching is stopped without getting the exac
arrange and select the most appropriate (limited)context as in the query, then the Context, up tizhvthe
suggestions for the search keyword. search mechanism found its match with the query

. context, is returned as a result. When there isnatch

3.4.TAG Retriever occurs, then the Contexts in the root of the Cdniiee
This tool is mainly for retrieving the publicatien are returned as a suggestion for the user's raferen

that are relevant to the given query. When the usernstead of getting out with empty result set, tserucan

successfully chooses his query Context with th@ loél  get some information to make improvement in their

TAG Suggester, then the TAG Retriever is invoked by searching query task.

passing the query Context as input. The workflow of Once the relevant Context is found, then its Btelu

TAG Retriever is shown ifig. 5. is retrieved from the digital collection repositofjhese
The TAG-tree is sear(_:hed agqinst the given_querypublications are added to the result set along vigh
Context. Initially, the prefix tuple is searched:itl is score (which is assigned during indexing). Then the

available, then the subsequent tuples are searched thesaurus is fetched for the synonyms/Relevant $erm
its sub tree; OtherWise, Searching is performed’l wit (RT) for the given query Context. These synonymes ar
the next tuple. Similarly each tuple is considefed  then searched in TAG-tree. P-clusters of the symmiy
searching, when it is found, then the further sSB®E  contexts are also be added to the result set alithgts

is done at its sub tree; otherwise searching cae8n  ¢.re. Now second level scoring is assigned basehe

with the next tuple. : . ) relevance between the selected context and they quer
When a query tuple is searched in the tree, it may,

appear at the <prefix> tuple or at the <contexpletof the context._ Fipally TAG Retriever_ returns the publioas
node in the tree. Mostly it appears at the <contaxtle. along with its two levels of scoring.

Thus searching starts with the <context> tupléhef ~ 3.5. TAG MRanker
node, if it matches with the query tuple, then the ,
subsequent tuples are searched in its sub Fige®). In TAG Merge Ranker (TAG MRanker) is used for
contrast, if the query tuple doesn’t match with Rtext> merging all the result sets of publications andksait
tuple, then it is compared with the <prefix> tuplethe based on their score. Different levels of scorirg a
same nodeHig. 7). Suppose, the query tuple matched assigned to the publications. Finally all theseultesets
with the <prefix>, then the searching for the nextle is (at different levels) are merged. Based on thees;or
done with the <context> tuple of the same node.nThe publications are ranked and returned to the user.
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While constructing P-clusters, TAG Indexer assignswhich is assigned with the score of it. In the samag,

level 1 score to the publication. This score issdasn the
relevance between the Context and the publicdtievel 2
scoring is assigned by the TAG Retriever. The pabtns
of the real query Context is assigned score map the
publications that belong to the synonyms Contekiais
the relevance between the given query Context bad t
identified Context are considered. Hit ratios ofe th
publications are used to assign level 3 scoring.

scores for all publications are computed for aipaldr
Context. If the score is greater than or equal he t
threshold value, then the publication is addedhto P-
cluster of the specific Context. In this way, foll a
Contexts, P-clusters are constructed.

The algorithm used for locating the Contexts is
explored in the following. If a query is given, thé is
searched against the TAG-tree. The resultant Ctatex

The user may utilize the suggestions made by TAGP-cluster along with its score is added to the Re3t.
Suggester. Since the suggestions are made from th&lOW synonyms of the identified Contexf)(sre found:

available digital collection repository, the sudimss
are clearly right Contexts. Level 4 scoring is gsed to
the publications based on the selection of the yquér

the user has selected the query from the suggestionomput

Algorithm : Retrieval
Data Structure : See Fig. TAG Structure
ut : Query g, Node nodepointer

: RPset — Resultant Publications

made by the TAG Suggester, then the chosen costext’| ot Rpset-Resultant publications id with its scores

P-cluster are assigned higher scores than thesotAér

these scores of the publications are summed up to

result-node of Context Tree
Syn-node of Context Tree

produce the overall score of the publications. Thusfind(g,head)-Context Identification function

publications of the various result sets are mergeced
on the overall scores, publications are ranked chwim
turn passed to the users.

3.6. TAG Algorithms

This section presents the various algorithms used
TAG technique. The algorithm for constructing P-
clusters of each Context is given below:

Algorithm : Paper-Context Mapping
Data Structure : See Fig. TAG Structure
Input :t-—threshold

Context ctxt[] — set of Contexts
Output : Pset[] — An array of mapped Context-papers

[ i<
j <

J

m (m — Total number of Contexts)
n (n — Total number of Papers in the database)

11<
1<

for each Context ctxt
for each Paper; in the database
if p; contains ctxt

p..score = SimScore (cixp)
if p;.score> t
add pto Pset][i]

Publications in the digital collection repositoaye
searched for the Context. If the publication camgahe
pattern of the particular Context, then the sintyar
between the Context and the publication are conapute

////A Science Publications
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ConSynRet(Query q, Node nodepointer)
{

result = find(q, head);

add Pids, scores of result to RPset; //Levell &cor
/linsert Pid and level 1 score alone,

Il keep other scores as 0

for each synonym sf result

syn = find(g head);

add Pids, scores of result to RPset; //Level2
Score

/[if Pid already exists, only update level2 score

/lelse insert Pid and level2 score alone &

/lkeep other scores as 0

}
}

Each synonym is searched against the TAG-tree and
its P-clusters are also added to the Result Sét gt
scores. The algorithm for searching against the ¥&@
for the given input is shown below:

: Context ldentification
: See Fig. TAG Structure

Algorithm
Data Structure

Input  : Query g, Node nodepointer
Output : Context with its document as well as edat
synonyms

Leti, 0<i < degree of the Context Tree;
j, 0<j<2 (j — each tuple in the query);

JCS
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x — node of Context Tree;

docs-id— Ids of relevant publications of the Cofytex
<P>-Prefix tuple of the " node segment of the
nodepointer;

<C>-Context tuple of the™ node segment of the
nodepointer;

<S>-Suffix tuple of the ¥ node segment of the
nodepointer;

find (Query g, Node nodepointer)
{

if (nodepointer is NULL) return (NULL);
if (nodepointer is a leaf)

x = find (g, nodepointer);
return(x, docs-id, Synonyms );\\x is the context

}

else

for each tuple <g in the query context
fori =0 to degree-1

{
if (<g>=<G>)
{

x = find (g+1, nodepointer -> childt
if (x = NULL)

return (current Context from Tree Leaf);
return (x);
}
else if (<gp = <R>)

return (find (<g,>, nodepointer));

}

\\if g is not available in any of the node

\\ segments in nodepointer, then, search for it
\\'in the last subtree

x = find(<g>, nodepointer -> chilgt

if (xX)=NULL) return (x);

return headnode;

}

Each tuple in the query Context is searched
against the TAG-tree. First the <prefix> tuple is
searched, if it is found, then its sub tree is ckead for
the remaining tuples. If a tuple is not found ireth
buckets of the TAG-tree node, then it is searchmeidsi
last sub tree. In case, the current tuple is noinfo
even there, then the next tuple is searched fothi
way, the TAG-tree is searched for the given query
tuple. In worst case, if any of the query tuplenist
found, at last the head node of the TAG-tree is
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returned as the suggestions to the user to refise h
query. This may be encountered, if the user doesn’t
consider the suggestions made by the TAG Suggester.

The algorithm of TAG-Suggester is depicted in the
following. When the user starts entering the query
keyword, TAG Suggester has to give appropriate
suggestions to complete the query. User enteredt inp
(W) is parsed; the completed (CSK) and Uncompleted
(USK) keywords are identified first. If the compddt
keywords are not available i.e., this is the firgtl of the
current session, then LGP database is searcheddo f
the tokens that starts with USK; as well as previou
query Contexts are also be searched. Then theseaxful
both of these are merged; based on the importance,
suggestions are ranked and the top-k suggestions we
presented to the user:

Algorithm : TAG Query Suggestor
Data Structure : See Fig. TAG Structure
Input  : String W-Current Search Terms
Node head-Pointer to the root of TAG-tree
Output : Suggestions[] - An array of Suggestions

Let SK1, SK2, SK3 are suggestions
find_suggestion(StringW, Node head)
{

CSK = Completed Search Keyword in W
USK = Uncompleted Search Keyword in W

if(CSK = ** && USK 1="*)

SK1 = findLGP(USK, All)
SK2 = findLoG(USK)
W’ = SK1 U SK2

}
e|Se |f(CSK |: e && USK - H“)
{
SK1 = findTAGtree(CSK, head)
SK2 = FindLoG(CSK)
SK3 = FindLGP(CSK)

W' = SK1 U SK2 U SK3
}
else if(CSK = * && USK =)
{
SK1 = findLGP(USK)
SK2 = findTAGtree((CSK + USK), head)
SK3 = FindLoG(CSK, USK)
W' = SK1 U SK2 U SK3
}
return W’
}
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If CSK is filled by already fed terms, then TAG¢r
is searched against the CSK to produce the suggssti
to complete the current query. At the same timeh bo
LGP database as well as the previous history s la¢s

searched. In the LGP database, it finds the pa@ssibl S

linkages for the CSK, based on which suggestiooms fr
it are made. Finally all these results are merged a
ranked to provide top-k suggestions.

If both CSK and USK is available for the current
session, then TAG-tree is searched for the Contétis
has tuples like CSK, followed by the tuple startshw
USK. In LGP, tokens which start with USK in the pibde
list of tokens that satisfies the possible linkage<SK
are searched for. Similarly in previous history ryue
Contexts that has CSK followed by the token thattst
with USK is searched for. At last all these resudts
merged and ranked to equip user with top-k sugmesti

4. PERFORMANCE ANALYSIS

This section shows the efficiency of the TAG
technique by discussing various experiments. F@ th
study we have conducted many experiments,
presented only vital results. TAG technique is carep
with the earlier models such as CBS and SDC inraxde

Table 1. Parameters used in the analysis

Parameter  Meaning

H Height of the TAG-tree

r Number of papers with query relevance
Stop words

Query

Prefix word

Context word

Suffix word

Number of Contexts

Key Length

Average size of the paper

Number of clusters

Database size

Cluster size

P; Number of publications in th& eluster
Number of publications that satisfies the
pattern ‘t’

E. Number of patterns for a specific Context ‘c’
z The maximum number of synonyms of a Context

>ZCU;U£I_—|U)O'UO

-

These assumptions are commonly found in all the
analytical model for accessing literature collectiand

putthey do not affect the relative merits of this skar

structure.

explore the strength of TAG. These three techniques#.2. Storage Cost

were implemented in JAVA. All experiments reportad
this section were conducted on Processor Intel Go@
2.30GHz with 8 GB RAM and 1 TB hard disk, running
Windows 7. As a test bed, in our digital collectich
Lakhs full text articles were downloaded from IEEE
Journals in the field of Computer Science and wexio
Contexts were queried to find the performance.

Normally, the storage cost of an index can be
expressed as the number of clusters used by the,ind
divided by the number of clusters that are absblute
necessary to store the instances Equation 1:

CC=mx PTx B (1)

The objectives of the experiments were categorized

as follows:

. . , m
* Prime purpose is to assess the retrieval perforenanc PT,

of the indexing structure
e Study the impact of topic diffusion with large dai
collection

4.1. Parameters and Assumptions

In this section, the parameters used in the amalys

Where:

The number of contexts

The number of patterns for each congext

where: ci = ¥ci<m

= the publications that satisfies the pattern pt
where, pt lies in4pt<t.

Pot

In all experiments performed, we have obtained tha

TAG technigue have lowest storage cost. However, th

and the basic assumptions of the study are given irstorage cost is negligibly small, since large cépaunf

Table 1.
Some assumptions made to facilitate
experiments study on this retrieval structure as:

e The searching value should be uniformly distributed
» All the clusters are with adequate information

» Each query should be supported with context for the

effectiveness of the retrieval
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storage devices are widely available today for loeast.

our Therefore, it may be preferable to design modeis th

provide good performance, even if they have a large
storage requirements.

4.3.Retrieval Cost

The following is the retrieval cost (RR) for retring

the result set from TAG-tree Equation (2 and 3):
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h+NP if QOB Thus, the number of tokens that matches the
C :{ ) minimum relevance are high, which in turn compotati
of their scores and further operations are alsestak
considerable amount of time. But in case of TAGyon
3) the papers that are exactly relevant are under
computation for their relevance score and further
operations. Thus the time taken for TAG to constRic

2h+ NR  otherwist

RR=((CR+ §)+ X" CR|+ cr

Where: clusters is minimum over CBS. In SDC, clustering is
CR = The cost of retrieving a Context from TAG-tree done at the end of the retrieval, not in the preessing.
B = The buckets of the TAG-tree Thus clustering phases of CBS and TAG cannot be
Sid = The cost for identifying the synonyms compared to SDC.
Ns = The number of synonyms of a particular )

context, which is 8ns<z 4.5.Retrieval
CR = | context retrieving cost The retrieval efficiency is a major challenge when

c The cost for clustering the publications

the size of the digital collections increases. Tétisdy
shows the retrieval performance of the differenthods.
TheFig. 10 discusses the measuring of retrieval time for

In section 3.1 and 3.2 Preprocessing and p-clusteflifferent context. For this study, Ten different rext

formation are discussed. Usually text documentaioat were randomly chosen and size of the digital ctiteec

30% of usual, generic terms like an, the, whereil&h Is fixed as 2 lakhs publications, . .
. . . . : The graph shows that the TAG retrieval is better
indexing if we include all these terms as such,| wil

increase the overhead of manipulating it. The rexho¥ than other method, since TAG uses a tree basedsear

th ds will not mak . ton th o1 where as other method use linear search. TAG uses
0S€ words Wil not make any impact on the meaaing topic-based minimal search space which is creasewju
the pattern. To avoid computational overhead, wario

. . o <prefix> and <suffix>, is a main reason for effeetiess
unique stop words are identified and removed from t of the searching

parsed dlgltal-collectlon. , Though CBS uses pattern-based approaches, i.e.,
~Many unique patterns can be generated With jnformation from <prefix> and <suffix> are used, it

different combination of wordsig. 8 shows the growth  herforms linear searching. Thus TAG outperforms CBS
of P-clusters, when the size of the database ge¢ased.  eyen poth uses pattern-based approaches. CBS finds
The figure depicts that the CBS approach uses morgjirectly the contexts that are relevant to the guer
number of clusters when compared to the TAG. Ndymal  context, where as SDC searches the digital catleciis

the increase in number of clusters will degradestwch 3 whole for the query by considering it just asgvkord.
performance. It is inferred that the proposed m@tho Once the result set is generated, then it is Histed to

4.4 Preprocessing and Cluster formation

performs well compared to the other methods. ~different clusters depending upon the topic to Whic
The time taken to construct a P-cluster by varying pelongs. Finally it retrieves the result set fae gpecific
the size of the digital collection is presentedFig. 9. Context from it. Thus searching the whole digital

The objective of this experiment is to observe tinge collection and clustering the results, at lastaottng the
variations with respect to change in data size. @B&  specific topic, takes more time compared to CBShis
TAG methods use pattern-based approaches. way, CBS outperforms than SDC.
CBS construct more number of clusters based on

. 4.6. Accuracy
minimum relevance and scores. As the resultanbfet
the minimum relevance are high, it takes maximumeti The performance of accuracy depends on finding
to construct P-clusters. In contrast, TAG constructexact match for the given Context. To study the
clusters based on exact relevance with score thaperformance of accuracy, we have taken 2 lakhsrpape
minimizes the construction time. The SDC methodos  with 11 randomly selected Contexts. The relevanite o
taken for the study because the cluster formasaione  the papers for each selected Context were idemt#iel
only after the retrieval. The results show that the evaluatedFig. 11 shows the accuracy of search in terms
proposed method outperforms the CBS. of various selected Context.
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SDC finds whether the given query terms appears intechniques, because of the features of TAG-tregchwh
the article. The query terms may not be availablehe ~ narrows down the searching area, which brings the
article as given in the query. For example, thergue relationship that exist between the query terms.
context “process scheduli_ng algorithms” is querit?mh 4.7.Diffusion
result set includes the articles of processor aesigsk ) ) ) )
scheduling, deadlock avoidance algorithms. “This study focuses on the key issue of information

It just performs AND operation between the results rétrieval, Topic diffusion. Some Contexts were stele
of the individual query terms. Thus results are thatt randomly to find the publications in the particuontext.
much accurate and size of the result set is vageldn Fig. 12 shows the diffusion rate of the contexts.
CBS, even the occurrence of the pattern is corsijer Since CBS and SDC uses approximate matching. As
because of the stemming algorithm used (Porterdescribed earlier, SDC is purely text-oriented,, ithe
Stemmer), domain words are not differentiated fthen  relation between the query terms are not consigéned
generic words. Thus CBS also not produces accurat€CBS, the stemming algorithm used is not enough to
results. TAG outperforms than these two earlier differentiate the domain specific terms from theeyc
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terms; so, both diffuses from the topic of the guaAG
outperforms these earlier techniques, since theclsieg
area is narrowed down and the relationship betwken
query terms is considered, as well as the query is
considered as Context, i.e., the keywords along thieir
synonyms, also more information about the topithi
form of <prefix> and <suffix>.

4.8. Observation

* The size of the resultant set is reduced about 60%

» Diffusion rate is minimized due to pattern based
approach; exact matching and effective cluster
formation

* Suggester with maximum specificity makes the
relevant query

e The retrieval efficiency of TAG is about 84% as
compared to previous searching technique

5. CONCLUSION

This study presented architecture for Context-thase
retrieval in a digital collection. This study was
implemented and compared with the existing
methodologies. The performance analysis of these
methods shows the effectiveness of the new arc¢hiec
by controlling topic diffusion problem.

This study can further be extended towards tuning
indexing method, ontology based retrieval and sinti
enhancement.
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