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ABSTRACT

The Quality of Service (QoS) providing in Mobile Adc networks has been obtaining increasing impoga
specifically Consider the domains of application rietworks in disaster environments and defens&uxes)
QoS is performing level of a service recommendethbynetwork to the consumer. Mobile Ad hoc Netwgork
(MANET) are necessary because of wireless infrasira network is complicated to setup for providing
communication over huge areas, with the initiatidrthe Internet, requirement for global communiatis
also becoming an essential requirement for MANHEIes)ce; Internet connectivity in MANETS has received
considerable attention in the recent years. Roupackets effectively inside and outside a MANETais
challenge and much endeavor has been given to ebigrdof routing protocols to attain higher Packet
Delivery Ratio (PDR) over Intra-MANET and InterfdiANET. Though, most of these routing protocols use
information obtainable at the network layer to eopackets. This study proposed to Contention AWzr8
based Adaptive routing Protocol by manipulating itifermation gained at the link layer as well asthe
information obtainable at the network layer to aghi higher PDR compared to existing protocols, in
simulations shown that QoS aware cross layer approan achieve higher PDR for Internet-MANET ti&ffi

Keywords: Contention Aware of QoS Based Adaptive Routing ot (CAQAP), Intra-MANET,
Internet-MANET,Packed Delivery Ratio and Gateway Discovery

1. INTRODUCTION utilization. It is united of portable mobile nodéke
as notebooks, palmtops, PDAs and handheld mobile

Wireless ad hoc is an independent network with phones. A main issue in mobile ad-hoc networksiés t
moveable nodes, which can transmit with each otheradaptable and the easy deployment and the self-
on several hops and worked without any fixed configurable of the mobile ad-hoc networks. The
infrastructure. In hybrid MANET, integration proad above attributes are most important in a mobilédhad-
an efficient data transmission. All the nodes dikea  network. A node of hybrid MANET contains
in the mobile ad-hoc networks; there is no coningll  connectivity to the infrastructure networks for
entity like an access point in the wired networksts  receiving data and multimedia services. Routing
as the Internet. It is formed spontaneously inahleas  among the MANET and the Internet was first proposed
where creating an infrastructure network causeaydel by Perkins (1996), where MANET devices gain actess
until the work as well as increases the cost ofthe Internet via special MANET devices running both
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Mobile IP and ad hoc routing protocol, performing a to reach the gateway. Different architectures were
gateways between the MANET and the Internet. developed for connecting MANETs to the Internet,
A many researchers work has been done on hybridTseng et al. (2003); Ammari and EI-Rewini (2004);
MANET architecture, gateway discovery mechanisms Ergen and Puri (2002) and Ratanchandani and Kravets
for discussed on Jonssen al. (2000) and Ergen and (2003). Jonssost al. (2002) developed MIPMANET, one
Puri (2002), address configuration Satral. (2002) and  of the very first detailed works on MANET Internet
Nilsson et al. (2002) reducing routing overhead for ntegrated architecture using Mobile IP. Tseegal.
gateway discovery and achieving high PDR focus 0N (2003) and Ergen and Puri (2002) also developedasim

Hwanget al. (2005). PDR is a very important measure in architectures, however, they do not have propes IPv
hybrid MANETs because higher PDR means reducedspecifications developed.

congestion and disruption during communication Ammari and El-Rewini (2004), multiple gateway
between MANET nodes. Even though some researchergchitecture was proposed for MANET nodes to

have been carried out to achieve high PDR, no esudi communicate with the Internet but the architecture
has so far focused on showing PDR over Internet-syffers from redundant signaling overhead becadise o
MANET traffic Separately from Intra-MANET traffic. mu|t|p|e gateways D|ng (2008) A considerable antoun
The key problem of this is that when packet lossurs,  of work had been done on gateway discovery. Studies
it is impossible to tell whether lower PDR was doe  on gateway discovery and address configuration were
loss in Intra-MANET traffic, Internet- MANET traffi or discussed in Suret al. (2002); Xi and Bettstetter
together traffic. Packet loss of Internet-MANET and (2002); Nilssonet al. (2002) and Wakikawaet al.
Intra-MANET traffic occur at different rates. This (2006). Other works included gateway discovery such
because all Internet-MANET packets travel through t that routing overhead can be reduced and highetepac
gateway, thus heavily overloading the gateway with delivery can be obtained Leet al. (2003); Ruiz and
traffic and causing excessive packet loss. Theeefor Gomez-Skarmeta (2005);, Hoang al. (2004) and
packets loss of Internet-MANET is always higherntha Hwanget al. (2005). Most of the above works described
packet loss of Intra-MANET traffic. An objectiieere is ~ connecting a MANET to the Internet usipbile IP. A

to put forward QoS based protocol such that higiR eBn major limitation of this architecture is that mabihodes

be obtained over Internet-MANET traffic. In this tp ~ have to go through unnecessary gateway registgation
show the performance of PDR of Intra-MANET traffic Ding (2008), when they are not experiencing inter-
and Internet-MANET traffic and also state what MANET —mobility —but simply seeking Internet

ic signi inousi ivity. Only a few works Xi and Bettstett2002);
percentage each of these traffic signify duringuation. connectivity. Only a fex _
The rest of paper is structured as follows. Sactio Nilsson et al. (2002); Wakikawaet al. (2006) and

, . N Hwang et al. (2005) explicate IPv6 MANETs where
cites related work n the area of_lnternet connegtin nodes can obtain Internet connectivity without #ie of
MANETSs. In Section I, describe the proposed for \ionije |p put still have provisions for incorporai

gateway discovery scheme and IV describes the enetri \jopjle IP. This architectures proposed on Xi and
based cross-layer approach. Section V shows resulBettstetter (2002); Nilssoet al. (2002); Wakikawaet al.

analysis of Contention Aware QoS based Adaptive (2006) and Hwangt al. (2005) can perform better when
Protocol through NS2 simulation. Section VI present quick Internet connectivity is required, because

concluding remark with future works. unnecessary Mobile IP gateway registrations are not
needed. However, a determining factor of such ouas&
2. RELATED WORK is the ad hoc routing protocol used in the MANET.

Two major classes of routing protocols, reactind a
Many research efforts various architectures haveProactive, are typically used in MANETSs to deterenin
been proposed to connect a MANET to the Internetavi  Where and how packets need to be routed. In reactiv
gateway, Ding (2008), but focus mainly on ip based protocols, the time taken to determine whether gtck
wireless system architectures that employ Mobile Ipneed to be routed to the Internet via a gatewaythed

o7 . . route acquisition time to a gateway is very largeduse
because it is the next step to be implemented i@, ;105 are not readily available. Delay caused uhs
ubiquitous communication Akyildizet al. (2004).  (qyte acquisition time causes PDR to fall in Inen

Proposed the Mobile IP integrated architectures iyd MANET traffic, thus reactive protocols are not abie
main challenge was to determine whether packetd neefor achieving high PDR when routing packets to and
to be routed to the Internet via a gateway and,fh®@w  from the Internet. In Proactive protocols, alsownoas
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table-driven protocols, packets designed within a
MANET are immediately routed because all MANET
destinations are readily available. Packets designe
outside the MANET are also readily routed towards
the gateway, Wakikawat al. (2006), also known as
default route and forwarded accordingly. Thus, piive
protocols are more suitable for quick Internet amtivity.

each layer to improve performance in terms of piacke
delivery, routing delay, routing overhead and vasiother
performance measures. In the past few years, aemofb
studies have been done on cross-layer routing iNEIRs

to achieve high packet delivery ratio. Derdtaal. (2007)
described a cross-layer routing protocol where igfigc
selected mobility-aware nodes called brokers, ghblis

To ensure high PDR, based on this study at existingand subscribers route packets based on node myobilit

proactive routing protocol based architecture. Hywtral.
(2005) proposed an IPv6 based self-addressingngputi
protocol where MANET nodes form a tree overlay edot
at the gateway. Here packets designed for thenkttere
routed towards the gateway using hierarchical ngusind
packets designed within the MANET are routed usivig
state routing Hwanet al. (2005).

Most real world implementations comprise of low-
mobility small-scale MANETSs Kiess and Mauve (2007).
Hamadanet al. (2003) proposed a solution, which
provides Internet connectivity to ad hoc networks b
modifying the AODV routing protocol. Three methods
of gateway discovery for a mobile node to access th
Internet are provided: proactive, reactive and taybr
approach. All of them are based only on the nundber
physical hops to gateway as the metric for the vgaye
selection. Biret al. (2005) proposed an adaptive gateway
discovery scheme that can dynamically adjust thé TT
value of Agent Advertisements (GWADV messages)
according to the mobile nodes MANET Internet tiaffi
and their related position from Internet Gatewaythw
which they registered. This protocol provides Inedr
access to MANET mobile nodes using mobile IP. In al
the protocols discussed above, to obtain
connectivity, the main challenge is to locate anfadtm
a node to the gateway and preferably a path with
minimum hops to the gateway as it usually exhilats
routing delay and also may lead to higher PDR aver
period of time. So that this is not a sufficientasrement
to achieving high PDR while receiving or forwarding
packets to and from the gateway because minimurs taop
the gateway doesn't take into consideration the @ré®>DR

Internet

determined through link failures detected at thek li
layer. Song and Fang (2006) modified Dynamic Source
Routing (DSR) by allowing nodes to determine stable
paths from link layer frame collisions and chanashge
determined from Network Allocation Vector (NAV).
However, all these cross-layer techniques use iveact
protocol, which as discussed earlier, are not Isiaitéor
achieving high PDR  over internet-MANET
communication. Karbaschi and Fladenmuller (2005)
proposed a cross-layer approach on a proactivegbt

to measure the quality of a path between any twergi
nodes in a MANET based on the amount of contention
arising at each link along that path. It was shdhat
higher PDR could be obtained if packets were tingel
along a path having no or less contention comptored
contention prone path. In addition to the contemtio
measure, congestion along any path also adversely
affects the PDR. In this study show that CAQAP can
outperform both Hybrid and Adaptive in terms of PDR
in small-scale low-mobility networks.

3. PROPOSED FOR GATEWAY
DISCOVERY SCHEME

In this section provide an analytical model to
compute the gateway discovery overhead which is
caused by the reactive, proactive, hybrid, adaptive
schemes. Let's assume that there argobles in a square
lattice covering a certain area, asHigy. 1. Each vertex
of the lattice represents one and only one nodmeSaf
them, NGW, are gateways placed in the corners @f th
lattice. Then, the model have M. = N-Ngw ad hoc
nodes. There ar8 traffic sources which are uniformly

due to packet loss induced by network congestion ordistributed in the network, so that every node tiaes

contention along that path. It is not possible éedmine
such congestion or contention from the networkrlage a
result, typical ad hoc routing protocols sufferse th
consequences of packet loss. The core contribofidhis
work is to develop a congestion-aware MANET routing
protocol that will provide global connectivity aindproved
Quality of Service (QoS) for the next-generation
applications and devices Akyildé al. (2004).

In order to determine congestion or contentioossf
layer routing has recently been proposed. In dapss-
routing, different layers of the Open System
Interconnection (OSI) model share information gegtieat
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same probability to be a source. Given that arrésted

in modeling gateway discovery, assume that receiver
are in the Internet. During the time intervalubder
consideration, all sources send constant bit raféid to

the fixed nodes through the gateways. The meted s
choose a route to the gateway is the hop courtte siris
common to all solutions and allows for a fair
comparison. Therefore, every node selects the sieare
gateway to communicate with hosts in the Internet.
Under these circumstances, assume that theregigN
N-Ngw potential nodes which can use a given gateway in
their default routes.
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Let us continue an analysis with the overheachef t
proactive scheme, where GWADV messages are seheby
e .. gateways to the whole ad hoc network. For eachwggte
e e e e o the associated overhead is ofsdt+ 1 messages; one

' : forwarding by each of the Mo nodes plus the first
message which is sent by the gateway itselfAlgbe the
rate at which GWADV messages are sent out. The
overhead of the proactive solution can be obtaeedn
Equation 3:

Q, = Aoyt Ngnoct 2) Now (3)

ad hoc

The hybrid gateway discovery scheme has an
overhead which is a combination of the reactive and
Fig. 1. Square lattice used in the proposed analyticalainod proactive protocols. As we showed, the mean paigjthe

Whenever a source wants to reactively discover a® YN -1. Thus, it makes no sense sending GWADV
gateway, it floods the network with a RREQ | messag Messages at more th"’_‘dﬁ -1 hops because other
after that, every gateway sends a RREP | rep|yaBtad gateways will be covering the area beyond that TTL

to the source. Since the gateways are in the @ofehe ~ (assuming gateways are in the corners). The nuwber
lattice, it is easy to check that the mean pattgtten Nnodes which are at an scope of s hops from anyvggte

isv/N-1. Then, the overhead of the reactive gatewayis approximated by Equation 4, wiﬁﬂ[O,JT\l— 1} :
discovery for every source is given by Equation 1:

oW (N (e S(SHI
Qr-gw = Nadhoc+ NGW (\/N _l) (1) Nr (S) B Zj:l( J+ 1) - 2 (4)
Link breaks are mainly due to the effects of nitybil For a given scope eonfigured at each gateway, the

When a link between two nodes of an active routals, ~ Probability for a node to receive a GWADV message
the node that detects it notifies the source bylisgna ~ from any of the gateways can be computed as shown i
RERR message. This overhead is similar for everyEquation 5. It is an approximated expression, simae
approach and much lower than the gateway discoven@ll the gateways necessarily cover the same nuoftzet
function overhead. Moreover, that message is fathe  hoc nodes:

routing protocol rather than the interconnectiorciagism

itself. Therefore do not take it into account. Thenber of ~ NPY(s) Now )
link breaks in a given scenario and number of route <9~ N_,

discoveries which are caused by those breaks, edetter

determined through a simulated analyBigure 2 shows If we denote N as the number of sources being

the mean number of route discoveries per seconchveie  ~gyered by any gateway when using a scope hdps
issued for a range of scenarios with different nemmtf then N is a random variable obeying a binomial

sources and gateways. To get this result, 10 eiffeuns  Gistribution B ~ (S, Pc (s)). Thus, the mean numider

for each case have been performed during 500 ms and,  ces being covered when gateways use a scope of

obtain see how the number of route discoveries (rdy,,

hops can be computed as E][N S.R). So, the overall
(S.,Now)) decreases for the cases of 5 and 6 gatewaysiwhi o erhead of the hybrid approach ccc)(rs1))sists of thagtiee
is due to the shorter mean path length in thoseasios. sending of GWADV messages up $ohops, plus the

Finally, Equation 2 gives the qverheqd of the treac reactive discovery of a gateway by those sourcds no
scheme as the overhead of discovering the gateway, ;. orad by the GWADV messages (Equation 6):
reactively multiplied by the number of such route '

discoveries that need to be done during the tineeval t: s
9 Qf = A L(NPY(9) + 1) Ny +

6
Q, =0, t(rd(S,Nuy)) @  Qpt{rd(sN)) (+ By ©
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Route discoveries per second rd(S.Ngw) —
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Fig. 2. Mean number of route discoveries per second, tdNG,). 40 nodes follow the Gauss—Markov mobility pattetna
maximum speed of 20 m séc

The adaptive solution based on maximal source egeer Therefore, the mean TTL is given by 1.0.1+2-019=

is similar to the hybrid approach, but in this cdseTTL Generalizing the expression, for each gateway the
sis set to the distance to the farthest sourceuketee a  probability of selecting a particular TTL is givan
simple example to describe the process of gettirg t Equation 7, being p(K[i, j,....n-1)..the conditional
most likely TTL which is used by the algorithm. Lt probability of having the nth source at a distaoick hops,
concentrate on a corner of the lattice, witaWN= 1, given that the 1st source is at i hops, the 2ntas.

Nadghoc= 5 and S = 2. Obviously, there are two nodes one  In this model, p (k|i, j, n.-1...) can be computed a
hop away from the gateway and three nodes at andist k+1-c(i,j..)
of two hops. Starting with the first source, it cha m
placed at a distance of 1 hop with a probabiliflp= 2

/5, or at 2 hops with probability p (2) = 3/5.

Assuming that it was placed 1 hop away from the
gateway, now we have p(1|1) = 1/4 and p(2|1) =ti34
probabilities for the second source to be at aadcst of
1 or 2 hops, respectively given that the first seus at
distance 1 hop.

, being c(i, j, . . .) the number of sources

which have been already placed at a distance aipis;h
n(, j, . . .) the total number of sources whiclvérdoeen
already placed; and k+1 is the total number of sattea
distance of k hops from the gateway.

I.e., the numerator represents the number of natles
a distance of k hops which have not been selected a

On the other hand, if the first source was plaatea sources yet and the denominator is the total nurober
distance of 2 hops, the probabilities for the secsmurce nodes V\.'h'ch have not bee_n §elected as squrc_e&’h@t.
are p (1|2) = 2/4 and p (2]2) = 2/4. Thereforehwitir expression in quatlon 7 is just a generalizatibithe
maximal source adaptive algorithm in which the seig¢ ~ Process followed in the previous example:
TTL is set to the number of hops of the furthestpaw P(TTL=9)
source, the probability to set the TTL of the
advertisements to 1 is given by: =Zi:lzj:1§2k:1 n( J\|)§p( K\i,j..) @)

P(J)'F(ll)F 0. I:s\j:s\____?'\k:s

The average TTL which is used in proposed adaptive

scheme is given by Equation 8. Applying this resulthe

expression in Equation 6, we get the equation ef th
P(219+ d 3 b 1P+ p)L(p2]2 C overhead caused by the adaptive protocol (Equéion

The probability of setting itto 2 is p (1):
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N1 . ,
Sug= D LP(TTL=1) (8) Tars= 2o Rirs(i) (10)
Similarly, let the total number of Retransmittedt®
Q, =Qpv :)\adv.t.(N?W(savg)+J).NGW+ Frames (Bf) from a node sending Nrames to any
9) arbitrary node within an interval of timeseconds is
Qrfgw't'(rd(s’ Nsw)) (1— Ezswg)) named T, defined as Equation 11:
The needed overhead to discover routes to theTor = .. Roe(i) (11)
gateways must be changed. MANET routing is inhej_ent
a network layer problem. Typical MANET routing The interval of time t has been introduced because

protocols focus on minimizing the number of hopewh  ode ypdates its contention metric periodicallyetbect
routing packets to a particular destination. Tresf the change in the level of contention. The ratiothed
when a MANET is connected to the Internet, packets,i; n mber of failed frames to the total numbér o
traveling to the Internet are routed to the gatewiaythe frames sent, within an interval of time t seconiliss
shortest path to minimize routing delay. Howevenew reveal a m;aasure of contention in the channel. Let
multiple shortest paths are available to a gatevias, . ) ) L
choice of shortest path may become detrimental if a@SSume th"’"t contention ratiocdt and define it as
congested path is chosen. Congestion cannot benitetel Equation 12:

from network layer and it seriously affects the PDR

3.1. Metric Based Cross Layer Approach Reon

In this study use a metric based Link-layer
approach to determine congestion that occurs along  Finally, calculate the level of contention at al@@nd
any path to a gateway. . ~call it Contention Metric (CM), which is in normadid
Contention Metric-One of the major factors creating foym. A value of CM of one represents absence of
congestion in a node is contention in the wirelgss N -onvention around that node. Lower values of CMciig

a contention prone channel, Packets cannot reddily - : 2
forwarded. As a result, packet forwarding is dethye presence of contention. CM is defined as Equat®n 1

packets are dropped, minimizing the PDR. To detegmi

this contention formulated in algorithm based oe th CM =1-Reoy

theory proposed by Karbaschi and Fladenmuller (2005

Here, at each node is measure the contention using Queue metric: Decrease in PDR due to contention is

Request To Send (RTS) frames, Clear To Send (CTS)nostly perceived as directly related to reasondleliyse

frames, data frames and acknowledgment for dataefsa  networks where nodes are continuously competingéo

at the link layer. In a contention free channelr fo the channel whenever the channel appears to be free

forwarding a data frame, a single RTS frame is sentThjs is not always true and decrease in PDR between

followed by the receiving of a single CTS frame MANETs and Internet, as this study focuses mainly o

followed by the transmission of the data frame andihis flow of PDR, can occur even in sparse netwdfks

finally receiving an acknowledgement for that data oo intermediate node along the path to the ggtewa

T e e e conlons s et 521 Pacets a a very Ngh rate, thus exhaustog ¢
interface packet queue and causing packets to drop.

either the retransmission of a RTS frame or _. . ; )
retransmission of the data frame or both. Therefore Since used Constant Bit Rate (CBR) for simulation,

whenever observe retransmission of a RTS or datdifOPPed packets are never retransmitted and ditica
frame; finally conclude that contention is occugiimo  &fect PDR. Higher number of packets in an intexfac

understand how to calculate the contention, letsume  dueue of a node increases the chances of exhadiséing
that an arbitrary node forwards N frame in t sesormd ~ queue. Therefore the number of packets in a quearya

its one-hop neighboring nodes. Let i denote gh&kame given node is an important measure in determining
being sent from a node to its neighbors. Let thalto congestion along a path, leading to drop in PDR. QM
number of Retransmitted RTS {R) from a node represents the ratio of the queue occupied by paeke
sending N frames to any arbitrary node within aarival can thus can be used to determine congestion as
of time t seconds is namegE, defined as Equation 10:  described above. Higher the length of the queugheni

TRTS + TDF

o (12)
2N+ Torst+ Toe

(13)
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the chance of the packets getting dropped, to lzdéu
QM by taking the average queue length for a period of
seconds and dividing it by the queue size (i.ee th
maximum number of packets that the interface quame
hold at any given instance). Let L (t) denote theuwp
length at time t. Let N be the total number of crieu
length readings taken within an interval of time t
seconds. The average of these queue length readings
given by Equation 14 and 15:

_ ZN: I‘(1)
Ly ==t (14)
L
—__(
om=—_0 (15)
Qsize

Let Q,cbe the size, in number of packets.

Self Metric- Every node in the MANET measures its
own CM and QM at given intervals to determine el
of contention and queue Impediment it is experiggci

where the root is the first node denoted by j Hére
FM of the Knnode is defined as Equation 17:
FM, =[] SM, (17)

FM of any node reveals the level of congestion, of
the entire path, from that node up to the gateways, it
can be used in determining the least congestedwiath
multiple paths are available to reach the gatewédns
information can help to optimize a network layetC G
REQ messages are only sent by nodes outside a
proactive zone. They are flooded to the whole feact
zone and therefore there is as much forwardingodes
in that zone. So, the overhead is given by the rurob
nodes which are placed outside the proactive zone,
Npz out= NaghoeNow-N¢V (Swg- The GC REP is sent by
the nodes placed just in the border of a proactiwee.
The number of such nodes can be computed,agdy=
NGW-NrGW (Savg)' NrGW(Savg'l) = NGW-(S&vg+1)- Combining
expressions, the expected overhead per each sehicie

Since both CM and QM are normalized, they can bedoes not receive periodic GC REP messages is @iyen

combined into a single unit with appropriate wesght
assigned, Self Metric (SM) define as Equation 16:
SM=axCM+ (1-a)x QM (16)

where, o =0.80 and 0 . < 1.

Here, alpha is assigned a higher value of 0.80 +NGW'[(56V9)+1_ '\fw(sﬁvgn

because it is likely that the number of nodes
experiencing contention will be higher comparedhe

number of nodes experiencing queue impediment alue t

high packet rates. SM of 1 at any given node mé=ast
or no congestion around that node and lower vatdes
SM represents congestion.

Final metric: A node's SM only reveals the

Equation 18 and the total overhead of proposed
Contention Aware QoS Adaptive Protocol scheme is in
Equation 19:

Qp_gw =N pz_oul+ N pz_border= N ad he

(18)

Qcpone = )\avg.t.( N?W (Savg) + ]) Now

) (19)
+Q g, t(rd(SN) ( + Eism)) +5 SM

Finally, obtain an expression for the overhead

contention and queue impediment around and in thagaused by the Quality of Service solution, the ntode

node, respectively. But in this study objective tis
increase the PDR along a path to the gateway. Tdrere
we need a measure of the congestion level of thieeen

path from a node to the gateway. This is done by

introducing another metric, which is called Finagtic
(FM). Every node in the MANET calculates its FM by
multiplying its own SM with the FM of the node that
the next hop towards the gatewddigure 3 shows an

predicts a good Contention Aware QoS based
Adaptive Protocol discovery scheme both with respec
to Intra-MANET and Internet-MANET.

4. SSIMULATION AND RESULT
ANALYSIS

In this section used for NS2 simulation and

example with four mobile nodes and how each nodeimplemented the hybrid, adaptive and Contention

calculates it's FM. The FM and SM of the gatewag ar
always set to 1 because it is common for all nodes.
any given time, a node’'s FM is the product of ak t
SMs from that node to the gateway. To understand ho
to measure the FM of a given node, let's assumeaha
node is the kk node from the root (gateway) of the tree,
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Aware QoS Adaptive Protocol (CAQAP) and
appropriate modifications to the MAC sub layer in
NS2 to achieve cross-layer optimization in CAQAP by
sending the count of data frames, retransmittec dat
frames, RTS frames and retransmitted RTS frames
from the link layer to the network layer.

JCS



Palani, K. and P. Ramamoorthy / Journal of Comp&tgence 9 (10): 1329-1340, 2013

FMe = SMc x FMg FM, =SM, x FMg

FMp'= SMp x FMc FMg S8Mg x FM 4 FMe =SMg =1

) Gateway to internet

O Mobile node

44— Communication FM
Fig. 3. Shows an example with four mobile nodes and hosheede calculates it's FM

Compared the control packet overhead and PDR for th occupied with control packets; especially arouné th
three protocols, hybrid, adaptive and CAQAP and gateway. InFig. 4 and 5, show the all three protocols,

showed that CAQAP protocol performs better in teahs  packets traveling within the MANET are routed witho
PDR in various scenarios. In this simulated netwual consideration of congestion or Contention, theesfire

10 to 50 nodes with run time of 600 simulated sdson
Parameter values used for Random way point mobility
model, MAC802.11 link layer protocol, 1Mbps wiredes
bandwidth, transmission wireless range of 250m,
Interface queue length is 50 packets, Interfaceugue
type is used droptail and grid size is 1400x1400 m
Averages of ten simulations were taken for eacla dat
point. On the average, Internet-MANET packets
constituted 44% of the traffic and Intra-MANET patk
constituted 54% of the traffic. Packet size wasaséi12 Speeds, the PDR drops significantly in all threetqmols

bytes and nodes sent CBR packets with rates rangingecause routes are continuously broken and repaired

from 10 packets/s to 35 packets/s from each source, - S
) N Itipl ts in the MANETControl head and fast
Node speeds were varied from 0 to 10 m seEven MR’ POINES In *he ontro? overhead arc ‘aster

. . ; tree repair. Faster tree repair was achieved biikeun
though all simulations had b°t.h Intgrnet—MANET tiaf adaptive, reducing the time between heartbeatvaiter
gnd Intra-MANET traffic flowing S|mult_aneously, the when a heartbeat acknowledgement is not consumbpgion

ata obtained for each type Of. t_raﬁlc were shown control packets is less than hybrid. CAQAP alsdqpers
separately to demonstrate their individual perforoea slightly better than Adaptive because of lower @ |
Effective in the number of nodes: Internet-MANET

) g mobility tree formation is stable and bandwidth.
traffic, CAQAP packets were always routed via thast Effective in the pause time: Fig. 8 and 9, show

congested path when traveling to and from the g@ew that at lower pause time, hybrid performs bettemnth
and as a result, even with increase in congestimh a poth adaptive and CAQAP. This is because, both
contention due to increase in number of nodesPR adaptive and CAQAP are tree based network and a
doesn't considerably drop. Adaptive, however, ssffe connection lost between a parent and child neardbe
from the increase in number of nodes because ofof the tree results in rebuilding of all the conties in
increased contention and congestion and being enabl that branch under that node. In higher pause tirass,
determine it. PDR in hybrid, even in a small MANES,  mobility is low, such breakages in branches do not
not very high as considerable amount of the baniw&  occur frequently and higher PDR is obtained

protocols route packets using the shortest pathe Th
slight drop in PDR for all three protocols occurgedo
contention arising from higher number of nodes.
Effective in the speed of nodes:Hig. 6 and 7 show
that at low mobility CAQAP performs better than Hglb
"because received. Fig. 6, performance of both CAQAP
and adaptive falls at higher speeds as breakageeipaths
towards gateway usually requires longer time toairep
compared to paths broken in hybrid. Hig. 7, at higher
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