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Abstract: Problem statement: Over the last two decades, Fault Diagnosis (FD§ hamajor
importance to enhance the quality of manufactuaind to lessen the cost of product testing. Actually
quick and correct FD system helps to keep away frpoduct quality problems and facilitates
precautionary maintenance. FD may be considered pattern recognition problem. It has been
gaining more and more attention to develop metHodsmproving the accuracy and efficiency of
pattern recognition. Many computational tools algbathms that have been recently developed could
be usedApproach: This study evaluates the performances of threthefpopular and effective data
mining models to diagnose seven commonly occurfengts of the steel plate namely; Pastry,
Z_Scratch, K_Scatch, Stains, Dirtiness, Bumps attieiOFaults. The models include C5.0 decision
tree (C5.0 DT) with boosting, Multi Perception NeluNetwork (MLPNN) with pruning and Logistic
Regression (LR) with step forward. The steel pldtedt dataset investigated in this study is taken
from the University of California at Irvine (UCI) achine learning repositoryResults: Given a
training set of such patterns, the individual molgirned how to differentiate a new case in the
domain. The diagnosis performances of the proposedels are presented using statistical accuracy,
specificity and sensitivity. The diagnostic accyra¢ the C5.0 decision tree with boosting algorithm
has achieved a remarkable performance with 97.859809% accuracy on training and test subset.
C5.0 has outperformed the other two modé&senclusion: Experimental results showed that data
mining algorithms in general and decision treeparticular have the great impact of on the problem
of steel plates fault diagnosis.

Key words: Fault Diagnosis (FD), University of California avine (UCI), Logistic Regression (LR),
Multi Perception Neural Network (MLPNN), Artificidlleural Networks (ANNS)

INTRODUCTION mining models and they should be simple and eficie
i Decision tree, support vector machine, fuzzy logic

A fault may be defined as an unacceptableyigorithm, neural network and statistical algorithare
difference of at least one characteristic propaity jiernative approaches that are commonly employed
attribute of a system from acceptable usual typicahowadays in the industrial context to detect the
performance. ~Therefore, fault diagnosis is theysccyrrence of failure or faults (Seng-Yi and Chang,
dgscnpuon of the kind, size, location and time 0f2011)_ The numbers of fault diagnosis papers that a
discover of a fault. The main purpose of any fault, plished in the sciencedirect database in 20101 20
diagnosis system is to determine the location angnq 2012 (in press) are 512, 732 and 39 studys
occurrence time of possible faults on the basis OFespectiver (searching date 31-10-2011). Faults
accessible data and knowledge about the performancgagnosis problems are representing challenging and
of diagnosed processes. Manual fault diagnosi®syst aitracting applications for experts and researchers
is the traditional way where an expert with elesito  pacent reviews articles can be found in (Faiz and
meter tries to obtain some information about rehtva Ojaghi, 2009; Venkatasubramaniaet al., 2003a;
operational equipment, check the maintenance manuahgzp- Zhang' and Jiang, 2008; Ma and,Jiang 2011
and then diagnosed the probable causes of a darticu Mauryéet al., 2007). ' ’ ’ '
fault However, intelligent fault diagnosis techues This study evaluates the performances of three of
can provide quick and correct systems that heletp the popular and effective data mining models to
away from product quality problems and facilitates” pop . 9
precautionary maintenance. These intelligent syste diagnose seven commonly occurring faults of theIs'Fe
have been used different artificial intelligent agigta  Plate namely; Pastry, Z_Scratch, K_Scatch, Stains,
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Dirtiness, Bumps and Other_Faults.

The model€iccessed

from

include C5.0 decision tree (C5.0 DT) with boosting, http:/archive.ics.uci.edu/ml/datasets/Steel+Pleftesi

Multi Perceptron Neural Network (MLPNN) with
pruning and logistic regression (LR) with step fard:

Its. The dataset was donated by Semeion, Research
Center of Sciences of Communication, Via Sersale
117, 00128, Rome, Italy. The first used of the data

DTs focus on conveying the relationship among th&, ju1y 2010 (Buscemet al., 2010). Each instance of
rules that expressed the results. They have expeess the dataset owns 27 independent variables and one
design and allow for non-linear relations betweenfault type.

independent attributes and their outcomes andtemla

outliers. The C5.0 DT model is a recent invented DTLiterature review: Artificial Intelligence (Al) tools are

algorithm; it

attributes using information theory based functjonsidentification.

boosting, pre and post-pruning and some other-sfate
the-art options for building DT model.
Regression (LR), also known as nominal regresssoa,
statistical technique for classifying records based
values of input attributes. It is similar to lineagression
but takes a categorical target field instead ofumeric
one. LR works by building a set of equations tledéte
the input attribute values to the probabilitiesoagsted
with each of the output attribute categories. Otie
model is generated, it can be used to estimateapildies
for new data. For each record, a probability of fpership
is computed for each possible output category. target
category with the highest probability is assignedtlze
predicted output value for that record (Maaloufl20 A
neural network, sometimes called a multilayer peios,
is basically a simplified model of the way the hunhaain
processes information. It works by simulating agdar

Logistic

includes discretization of numerical introduced for enhancing the accuracy of faults

In (Legeret al., 1998) the author
examined the feasibility of applying cumulative
summation control charts and artificial neural reates
together for fault diagnosis. Simani and Fantu280Q)
proposed a two-stage faults diagnosis method toates
neural network model of a power plant. étcal. (2002)
tried to address the problem of fault diagnosis via
integration of genetic algorithms and qualitativen
graphs. Hung and Wang (2004) presented a novel
cerebellar model articulation controller neuralweatk
method for the fault diagnosis of power transforsner
Dong et al. (2008) combined rough set and fuzzy
wavelet neural network to diagnose faults of power
transformers, concluding that the diagnosis acgurac
may be limited by the hidden layer numbers and
correlated training parameters of neural netwokles

et al. (2010) presented an adaptive neuro—fuzzy
inference system for online fault diagnosis of &-ga
phase polypropylene production process. Eslamlaueya
(2011) proposed a hierarchical artificial neuratwogk

for isolating the faults of the Tennessee—Eastman

number of interconnected simple processing unig th process, which was proved efficient.

resemble abstract versions of neurons. The prowessi

units are arranged in layers. There are typicdiled
parts in a neural network: an input layer, withtsni
representing the input fields; one or more hidasmeits
and an output layer, with a unit or units repreisgnthe
output field (s). The units are connected with wagy
connection strengths or weights.

MATERIALS AND METHODS

Classification models:

Decision tree: DT models are powerful classification
algorithms. They are becoming increasingly more
popular with the growth of data mining applications
(Nisbetet al., 2009). As the name implies, this model
recursively separates data samples into branches to
construct a tree structure for the purpose of imipig

the classification accuracy. Each tree node iseeith
leaf node or decision node. All decision nodes have

Steel plate’s faults dataset:The Steel Plates Faults splits, testing the values of some functions ofadat

Data Set used in the study comes from the UC
Machine Learning Repository (Frank and Asuncion

2010). Steel Plates Faults Data Set is one of dltesdts
in the Repository, which classifies steel platesilfs

bitributes. Each branch from the decision node
'corresponds to a different outcome of the testhHeaf
node has a class label attached to it. Generatitiigo

to build a DT is as follows:

into 7 different types: Pastry, Z Scratch, K_Scatch

Stains, Dirtiness, Bumps and Other_Faults. The goal
was to train machine learning for automatic patterr’
recognition. The dataset includes 1941 instanchghw
have been labeled by different fault types. Table 2
shows class distribution and list of attributes.eTh
detailed information and the whole dataset can be
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Start with the entire training subset and a vacant
tree

If all training samples at the current node n dre o
the same class label c, then the node becomes$ a lea
node with label ¢
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« Or else, select the splitting attribute x thathe t in the usual way. Then, the second model is built i
most important in separating the training samplesuch a way that it focuses on the samples that were
into different classes. This attribute x becomes anisclassified by the first model. Then the thirddabis

decision node built to focus on the second model's errors anarso
« A branch is created for each individual value of x(Nisbet et al., 2009). When a new sample is to be
and the samples are partitioned accordingly classified, each model votes for its predicted kasd

. The process is iterated recursive|y until a Certair{he votes are counted to determine the final class.
value of specified stopping criterion is achieved ~ Winnowing method investigates the usefulness of
predictive attributes before starting to build thedel
Different DT models use different splitting (Lau et al., 2010). This ability to pick and choose
algorithms that maximize the purity of the restin @among the predictive attributes is an important
classes of data samples. Popular DT models includadvantage of tree-based modeling techniques.
ID3, C4.5 (Quinlan, 1986; 1993), CART (Breiman, Winnowing method preselect a subset of the attethut
1984), QUEST (Loh and Shih, 1997), CHAID (Berry that will be used to construct the tree. Attributest are
and Linoff, 1997) and C5.0. Common splitting irrelevant are excluded from the tree-building e
algorithms include Entropy based information gain  In case of the current steel plate dataset, ofily 1
(used in ID3, C4.5, C5.0), Gini index (used in CART attributes have been selected to build the treeniRyg
and Chi-squared test (used in CHAID). This stusgsu is the last method used to increase the performafce
the C5.0 DT algorithm which is an improved versagn the C5.0 DT model here. It consists of two steps: p
C4.5 and ID3 algorithms. It is a commercial praduc Pruning and post-pruning (Eslamloueyan, 2011). - Pre
designed by Rule Quest Research Ltd Pty to analyz@runing step allows only nodes with minimum number
huge datasets and is implemented in SPSS Clementi®é samples (node size). Post-pruning step reduves t
workbench data mining software. C5.0 uses inforomati tree size based on the estimated classificatiamrerr
gain as a measure of purity, which is based on th

notion of entropy as in Eq. 1 and 2. If the trainin ﬁ/lululayer perceptron neural network: Atrtificial

. b Neural Networks (ANNs) are normally known as
SUbS.et consists ofn_sampleg,m,...,(xn,yn), _X‘ER_ IS biologically motivated and highly sophisticated
the independent attributes of the sample i ants & 4naiytical techniques. They are capable of modgllin
predefined class Y={oc,,...,a}. Then the entropy, exiremely complex non-linear functions. Formally
entropy(X), of the set X relative to this n-wise defined, ANNs are analytic techniques modelledrafte

classification is defined as: the processes of learning in the cognitive systewh a
the neurological functions of the brain and capaifle

A \ predicting new patterns (on specific attributeg)nir
entropy(X)= g‘ Rlog p) @ other patterns (on the same or other attribute®r af

executing a process of so-called learning fromtegs
data (Haykin, 2009). Multilayer Perceptron Neural
Network (MLPNN) with back-propagation is the most
popular ANN architecture. MLPNN is known to be a
powerful function approximator for prediction and
classification problems. MLPNN’'s structure is
x| organized into layers of neurons input, output and
; - _ v hidden layers. There is at least one hidden laykere
gain( X, A) = entropy %= >, entropy(X 2 the actual computations of the network are proaksse
Each neuron in the hidden layer sums its input
attributes xafter multiplying them by the strengths of
attribute A qnd Xis the Sl_Jbset of X for which attribute A E)huiprfts)p{ejéli\éz (X)CQR/Z?(I)O”” g\lﬁg: (t)?] azx;c::)cg;n{ahlf;ezlﬁ.
has the attribute value v, i.e., X {x € X | A(x) = v}. AF may range from a simple threshold function, or a

Boosting, winnowing and pruning are three gigmoidal, hyperbolic tangent, or radial basis fiorc
methods used in the C5.0 tree construction; theyq 3.

propose to build the tree with the right size (Beand
Linoff, 1997). They increase the generalization and
reduce the over fitting of the DT model. Boostiag Yi =fQwix) (3
method for combining classifiers; it works by bilg
multiple models in a sequence. The first modelusdtb where, fis the activation function
508

where, pis the ratio of X fitting in class.c

Information gain, gain(X, A) is simply the
expected reduction in entropy caused by partitignin
the set of samples, X, based on an attribute A:

vlvalues(A) ‘ X ‘

where, values(A) is the set of all possible valudés
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creditworthy, y = 0). Actually, the algorithm doast

Pastry predict the class attribute but predicts the oddgso
Z Scratch occurrence. The expected probability of a positive
k_Scratch outcome P(y=1) for the class attribute is modelsed a
. follows:
Stams
Dirtiness 1
Bumps P(y: 1): m (5)
L y b Othx/:r _ faults
- i or Output layer . - . .
Tl Hidden layer vk where, x i = 1,...,n are the predictive attributes with

real values, B are the corresponding regression
Fig. 1: Three-layer neural network for steel platescoefficients and Bis a constant, all of which contribute
faults diagnosis to the probability.
) ) o While LR is a very powerful modeling tool, it
Back-Propagation (BP) is a common trainingassumes that the class attribute (the log oddstheot
technique for MLPNN. BP works by presenting eacheyent itself) is linear in the coefficients of theedictive
input patterns to the network where the estimatedittributes (Bewicket al., 2005). Eq. 5 is reduced to a
output is computed by performing weighted sums andinear regression model for the logarithm of Oddgi®R
transfer functions. The sum of squared differencegOR) of positive outcome, i.e.:
between the desired and estimated values of thmubut
neurons E is defined as: [ P(y=1) ]
T ol Bo +Zin=1Bixi (6)
1 1-P(y=1)
E= EZ (ydj Y )2 (4)
' However, the right inputs must be chosen with
where, y; is the desired value of output neuron j apd ytheir functional relationship to the class attréaut
is the estimated output of that neuron.
In Equation 3, each weightjvs adjusted to reduce RESULTS

the error E of Eq. 4 as fast, quickly as possiEP. The classification performance of each model is
applies a weight correction to reduce the diffeeenc eyajuated using three statistical measures; cleasin
between the network estimated outputs and theeatksir accuracy, Sensiti\/ity and Speciﬁcity which are
ones; i.e., the neural network can learn and cas th described in Eq. 7, 8 and 9. These measures aredef
reduce the future errors (Quinlan, 1993; Berry andusing the values of True Positive (TP), True Negati
Linoff, 1997). (TN), False Positive (FP) and False Negative (FN).
Figure 1 shows the architecture of three layerdrue positive decision occurs when the positive
perceptron neural network used for the diagnosis ofrediction of the classifier coincided with a post
Steel plates faults. Although, BP is standard, &ntp  prediction of the expert. A true negative decision
implement and in general it works well, it has slowoccurs when both the classifier and the expert ssigg
convergence approach and can get stuck in locahe absence of a positive prediction. False pesiitcurs
minima (Haykin, 1994). Another drawback of MLPNN when the classifier labels a negative case asitivpamne.
models is that they require the initialization andFinally, false negative occurs when the systemidahe
adjustment of many individual parameters to optémiz positive case as negative one. Classification acguis
their performance. In this study, the network @irted  defined as the ratio of the number of correctlyssiked
using the pruning approach to find the optimal metw cases and is equal to the sum of TP and TN diigetie
structure (Chaudhuri and Bhattacharya, 2000; Thenm total number of cases N:
al., 1996). The network starts with a large netwand a
removes (prunes) the weakest neurons in the hiddén  accracy= TP+TN @)
input layers as training proceeds.

Logistic regression: Logistic Regression (LR) is a Sensitivity refers to the rate of correctly cléissi
generalization of linear regression (Maalouf, 201tlis ~ positive and is equal to TP divided by the sum Bfahd
a nonlinear regression technique for prediction ofFN. Sensitivity may be referred as a True PosRaée:
dichotomous (binary) class attribute in terms oé th
predictive ones. The class attribute represenstatis Sensitivity= TP (8)
of the consumer (creditworthy, vy = 1 or Not TP+ FN
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Specificity refers to the rate of correctly cldissl
negative and is equal to the ratio of TN to the safm

TN and FP. False Positve Rate equals (100-| @ —®& @ >y > =, =& _ "

SpECIfICIty) Faults diagnosis.xls Type j‘”i“’\ 5.0 MLP IR Filter \A
(C5 MLP log)
Specificity = A 9) @
TN+ FP C5.0  MLP LR

Sensitivity in Equation 8 measures the proportiongig ». stream  of fault diagnosis using  three
of actual positives which are correctly identifiesl such classification models: DT. MLPNN and LR

while specificity in Eq. 9 measures the proportioi

negatives which are correctly identified. Finally, when no more terms can be added, or the best
accuracy in Eq. 7 is the proportion of true restther  candidate term does not produce a large-enough
true positive or true negative, in a population. Itimprovement in the model, the final model is getexta
measures the degree of veracity of a diagnostiotea 1y min and twenty four seconds are required tddoui
condition. Fig. 2 demonstrates the component nofles this model for the steel plate’s faults datasetweleer,

the proposed stream. This stream is implemented iR o :
. .- X system came out the second best classifier with
SPSS Clementine data mining workbench using Ikl ¢ classification accuracies of 73.26% of training and

2 Dup CPU with 2.1 GHz. Clementine uses client&erv o :

architecture to distribute requests for resourtensive ;259/0 Otf the te‘:[ lsamtﬁllesés%&ol nog:tiﬁ IS ah.bcr)]ogted

operations to powerful server software, resultindaister ecision tree model wi - algorithm -which 1S
trained using pruning and winnowing methods to

performance on larger datasets. The software affersy . .
modeling techniques, such as prediction, clastifica Increase the model accuracy. The number of trdils

segmentation and association detection algorithms. boosting algorithm is 10, the minimum number of

Faults dataset node is connected directly to a§@mples per node is set to be 2 and the system uses
Excel file that contains the source data. The eatas €qual misclassification costs. The high speed ptyppe
includes 1941 instances, which have been labeled big a notable feature of C5.0 DT model; it clearbesi a
one of the prescribed 7 fault types: Pastry, “Za8th”, special technique, although this has not been ithestr
“K Scatch”, Stains, Dirtiness, Bumps and “Otherin the open literature. The classification accuaci
Faults”. Each instance of the dataset owns 2%vithout boosting algorithms are 90.57% of training
independent variables and one fault type. The datas subset and 90.57% for test one while these acasaci
explored for incorrect, inconsistent or missingadat with boosting algorithms are 97.25 and 98.09%.
These predictive attributes are of mixed numeniesy  Boosting with 10 trails enhances the accuraciethef
flag or range, while the target class is of typenim@l.  tree to reach higher accuracies for training arst te
Type node specifies the field metadata and pragerti samples. The time required to build single C5.@ fee
that are important for modeling and other works inpe|ow one sec. While boosting tree requires 110
Clementine. These properties include specifying &yith ten trails. This model is the best one amomgy t
usage type, setting options for handling missinges  ,ropapility estimation classifiers. MLPNN classifie
as well as setting the role of an attribute for Blody 04 is trained using the pruning method (Thistral.,

purposes; input or output. The first 27 attributas 1996). It beg ;
! X O . . gins with a large network and remothes
Table 1 are defined as input (predictive) attrisuaad weakest neurons in the hidden and input layers as

the fault's type is defined as target class. Ramtihode training proceeds. The stopping criterion is d on
is used to generate a partition field that sphitsdataset . gp L bppIng C S .
time. The network is given two min for training. sibg

into separate subsets for the training and testibdels N
I b " nng the steel plate’s faults dataset, the MLPNN withnong

by the ratio of 70:30% respectively. The trainindpset : o .
isyused to estimate thoe m(?del pargmeters Whr?f‘bme method has achieved 74.79 and 79.14% classification

one is used to independently assess the individu&ccuracies for_ training and test datas_ets. Th\_eltlngsu
model. These models are applied again to the entirélfucture consists of four layers; one input, twddéen
dataset and to any new data. Logistic node is echin layers and the output one with 6, 20, 15 and 7 amesur
using forward method where the model is built byrespectively. Filter, Analysis and Evaluation nodes
moving forward step by step. With this method, theused to select and rename the classifier outputsdir to
initial model is the simplest model and only the compute the performance statistical measures agjd
constant and terms can be added to the modelBg.in the evaluation charts.

6. At each step, attributes not yet in the modeltasted The steel plate's faults dataset is divided for
based on how much they would improve the model; anttaining the models and test them by the ratio of
the best of those attributes is added to theéetno 70:30% respectively.
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Table 1: Steel plates dataset; class distributimhmedictive attributes

Output class # of Cases Predictive attributes
Pastry 158 Attribute 1 X_Minimum Attribute 14 SteRlate_Thickness
Z_Scratch 190 Attribute 2 X_Maximum Attribute 15 ded_Index
K_Scatch 391 Attribute 3 Y_Minimum Attribute 16 Etgplndex
Stains 72 Attribute 4 Y_Maximum Attribute 17 Squdrelex
Dirtiness 55 Attribute 5 Pixels_Areas Attribute 18 Outside_X_Index
Bumps 402 Attribute 6 X_Perimeter Attribute 19 Eslg€_Index
Other_Faults 673 Attribute 7 Y_Perimeter Attribate Edges_Y_Index
Attribute 8 Sum_of_Luminosity Attribute 21 OutsidGlobal_Index
Attribute 9 Minimum_of_Luminosity Attribute 22 lgDfAreas
Attribute 10 Maximum_of_Luminosity Attribute 23 ob_X_Index
Attribute 11 Length_of_Conveyer Attribute 24 Lag Index
Attribute 12 TypeOfSteel_A300 Attribute 25 Oriatibn_Index
Attribute 13 TypeOfSteel_A400 Attribute 26 Lumgity_Index
Attribute 27 SigmoidOfAreas
Table 2: Confusion matrices of individual modelsl émeir ensemble for test subset (997 data samples)
Output results
Classifiers Desired results Pastry Z_Scratch K Bcat Stains Dirtiness Bumps  Other_Faults
C5.0 Pastry 79 0 0 0 0 0 3
Z_Scratch 0 89 0 0 0 0 5
K_Scatch 0 0 191 0 0 0 1
Stains 0 0 0 47 0 0 0
Dirtiness 0 0 0 0 22 0 1
Bumps 1 0 0 1 1 203 4
Other_Faults 1 0 0 0 0 1 347
MLPNN Pastry 34 4 0 0 2 18 24
Z_Scratch 0 84 0 0 0 1 9
K_Scatch 0 0 181 0 0 1 10
Stains 0 0 0 43 0 2 2
Dirtiness 0 0 0 0 16 4 3
Bumps 3 4 1 0 4 156 42
Other_Faults 12 14 2 0 2 44 275
LOG Pastry 53 11 0 3 4 4 7
Z_Scratch 0 85 1 0 1 2 5
K_Scatch 1 1 173 7 1 4 5
Stains 0 0 0 46 0 1 0
Dirtiness 1 0 0 0 19 2 1
Bumps 13 26 1 12 8 112 38
Other_Faults 38 40 6 43 24 58 140

The training set is used to estimate the modetomputed and presented in Table 3 and 4. Sengitivit
parameters, while the test set is used to indepdlyde and Specificity approximate the probability of the
assess the individual model. These models areeappli positive and negative labels being true. They astes
again to the entire dataset and to any new datae T usefulness of the algorithm on a single model. gsin
time required to build each model with the datdset the results shown in Table 2, it can be seen that t
variable; ranging from few seconds up to two min fo sensitivity, specificity and classification accuyaof
the neural network. In C5.0 DT model, boosting canC5.0 DT model has achieved the best success of test
significantly improve the accuracy of model, bualéo  samples classification.
requires longer training. It works by building niple The gain chart provides a visual summary of the
models in a sequence. Cases are classified byimppl usefulness of the information provided by the
the whole set of models to them and using a votinglassification models for predicting categoricapetedent
procedure to combine the separate predictionsdn®  attributes. The chart summarizes the utility tham bde
overall prediction. The predictions of all modelee a expected by using the respective predictive modsss,
compared to the original classes to identify theesof  compared to the baseline information only. The gharts
true positives, true negatives, false positives faise  for Decision tree with C5.0, Logistic regressionthwi
negative. These values have been computed to monhstr forward method and neural network models trained in
the confusion matrix as shown in Table 2. The eslu SPSS Clementine for training and test subsetshansms
of the statistical measures (sensitivity, spedifiand in Fig. 3. The higher lines in the gain chartsdate better
total classification accuracy) of the three modetse  models, especially on the left side of the chart.
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Table 3:Values of the statistical measures of logistic esgion,

neural network and C5.decision tree for only

tebisets

Desired Classification  Specificity Sensitivity
Classifier results accuracy (%) (%) (%)
LR Pastry 91.78 94.21 64.63
Z_Scratch 91.27 91.36 90.43
K_Scatch 97.29 99.01 90.10
Stains 97.29 93.16 97.87
Dirtiness 95.79 96.10 82.61
Bumps 83.05 90.98 53.33
Other_faults 73.42 91.36 40.11
MLPNN  Pastry 93.68 98.36 41.46
Z_Scratch 96.79 97.56 89.36
K_Scatch 98.60 99.63 94.27
Stains 99.60 100.00 91.49
Dirtiness 98.50 99.18 69.57
Bumps 87.56 91.11 74.29
Other_faults 60.18 86.11 12.03
C5.0 Pastry 99.50 96.34 99.78
Z_Scratch 99.50 94.68 100.00
K_Scatch 99.90 99.48 100.00
Stains 99.90 100.00 99.89
Dirtiness 99.80 95.65 99.90
Bumps 99.20 96.67 99.87
Other_faults 98.40 99.43 97.84

Table 4: Overall performance of the three classfie

Testing Training

Classifier Correct (%) Wrong (%) Correct (%) Wrai$g)

LR 605.00 339.00 628.00
64.09 35.91 62.99
MLP 706.00 238.00 789.00
74.79 25.21 79.14
C5.0 DT 918.00 26.00 978.00
97.25 2.75 98.09

369.00
37.01
208.00
20.86
19.00

191

100

80 -

60

Gain (%)

40 -+

20 JECFaS——

T T T T
0 20 40 60 80

Percentile 1_ Training

100 f-%---
80

60 |-+

Gain (%)

40

T T T
0 20 40 60 80 100
Percentile 2_ Training

T
100

C5
——Log

¢ |—MLP

Fig. 3: The cumulative gain charts of the three eted

for training and test subsets
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Fig. 4: Sensitivity analysis of the twenty seven
attributes with each classification model

These charts depict that the performances of the
decision tree with C5.0 learning algorithm is thesto
model for training and test subsets. Neural network
model is the second best classifier and finally the
logistic regression is the worst one. Sensitivitalgsis
helps to gain some insight into the predictiveilatties
used in the present classification problem. Thdyaisa
provides information about the relative importarafe
the predictive (input) attributes in predicting thetput
attribute(s). The basic idea is that the inputsthe
classifier are perturbed slightly and the corresliog
change in the output is reported as a percentagegeh

in the output (Principet al., 2000). The first input is
varied between its mean plus (or minus) a usemnddfi
number of standard deviations, while all other ispu
are fixed at their respective means. The clasfigput

is computed and recorded as the percent changesabov
and below the mean of that output channel. This
process is repeated for each and every input arib
The sensitivity analysis is performed for this stahd
presented in a graphical format in Fig. 4. Seven
attributes have the most importance; X_Minimum,
Steel_Plate_Thickness, TypeOfSteel A400, Orientatio
Index, Maximum of Luminosity, Luminosity Index and
LogOfAreas. The MLPNN model uses only six
attributes to predict the output, both LR and CBD
models use 13 attributes.

DISCUSSION

Experimental results have demonstrated that
advanced data mining techniques can be used to
develop models that possess a high degree of ditigno
accuracy. However, there are several issues ingolve
with the data collection and data mining that watra
for further discussion. The amount and qualitythed
data are key components of the diagnostic accuracy.
The measuring process may contain many featurés tha
create problems for the data mining techniques. The
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datasets could be consisted of a large volume oBewick, V., L. Cheek and J. Ball, 2005. Statistics
heterogeneous data fields which usually complicétes review 14: Logistic regression. Crit Care 9: 112-
use data mining techniques. The main criticism &bou 118 DOI: 10.1186/cc3045

data mining techniques is that they are not folf@mll  greiman, L., 1984. Classification and Regressioeesr
of the requirements of classical statistics. Theg u 1st Edn., Wadsworth International Group
training and testing data sets drawn from the same Belmont I.,SBN-10' 0534980538 pp: 358 '

dataset. In classical statistics, it can be arghet the )
testing set used in this case is not truly indepahdnd ~ Busceéma, M., S. Terzi and W. Tastle, 2010. A new
for that reason, the results may be biased. meta-classifier. Proceedings of the North American

Despite these criticisms, data mining can be an Fuzzy Inform Processing Society, Jul. 12-14, IEEE
important tool in the fault diagnosis problem by  Xplore Press, Toronto, pp: 1-7. DOL

identifying patterns within the large sums of datata 10.1109/NAFIPS.2010.5548298

mining can and should, be used to gain more insighthaudhuri, B.B. and U. Bhattacharya, 2000. Effitien
into the faults, generate knowledge that can piatéyt training and improved performance of multilayer
fuel lead to further research in many areas of Pérceptron — in pattern classification.
manufacturing. The high degree of diagnostic aagura Neurocomputing, 34: 11-27. DOI: 10.1016/S0925-
of the models evaluated here is just one examptheof 2312(00)00305-2

Dong, L., D. Xiao, Y. Liang and Y. Liu, 2008. Rough
set and fuzzy wavelet neural network integrated
CONCLUSION with least square weighted fusion algorithm based
fault diagnosis research for power transformers.
The objective of this study was to demonstrate the Elec. Power Syst. Res., 78: 129-136. DOI:
application of classification techniques in the kjeon 10.1016/J.EPSR.2006.12.013
of steel plates fault diagnosis and to describe thé&slamloueyan, R., 2011. Designing a hierarchical
strengths and weaknesses of the methods described. neural network based on fuzzy clustering for fault
Three different classification models have been diagnosis of the Tennessee-Eastman process.
evaluated. These models are derived from different Applied Soft Comput., 11: 1407-1415. DOI:
family namely; Multi-Layer Perceptron Neural 10.1016/J.AS0OC.2010.04.012
Network (MLPNN), C5.0 Decision Tree (DT) and Faiz, J. and M. Ojaghi, 2009. Different indexes for
Logistic Regression (LR). These models are optithize eccentricity faults diagnosis in three-phase sgliirr
using different methods. Pruning method was used to  cage induction motors: A review. Mechatronics, 19:
find the optimal structure of MLPNN model. The C5.0  2.13. DOI: 10.1016/j.mechatronics.2008.07.004
DT has_been built using boosting algorithm W_ith 10Frank, A. and A. Asuncion, 2010. UCI machine
g‘?el ls\}visFelr:‘?)Irl\)//\;;rr:jerrl;;hnggdtgl V:gzucirsgﬂﬁée%gihet learning repository Irvine. University of Califomi
b 9 y o E|aykin, S.S.,, 1994. Neural Networks: A

The performance of these models were investigate c hensive Foundai 1st Edn.. M i
using known sets of steel plates proven faultsufest omprenensive Foundation. 1st Edn., Macmillan,

obtained from the University of California at Irein New York, ISBN-10: 0023527617, pp: 696. ,
(UCI) machine learning repository. Experimental Haykin, S.S., 2009. Neural Networks and Learning
results have shown that the C5.0 decision treesgive =~ Machines. 3rd Edition, Prentice Hall, New York,
better performance than the other models. Furtheemo ~ ISBN-10: 0131471392 pp: 906.

the boosting algorithm enhances the performance dflung, C.P. and M.H. Wang, 2004. Diagnosis of
C5.0 DT algorithm. Although data mining techniques incipient faults in power transformers using CMAC
are capable of extracting patterns and relatiosship  neural network approach. Elec. Power Syst. Res.,

value of data mining.

hidden deep into large datasets, without the caiper 71: 235-244. DOI: 10.1016/j.epsr.2004.01.019
and feedback from the experts and professionaif the| 5, c. K. V.S. Heng, M.A. Hussain and M.I.M. Nor
results are useless. The patterns found via daténgni 5010. Fault dia,gnosis of the polypropylené

techniques should be evaluated by professionals who

have years of experience in Predicting steel pfatdts. production process (UNIPOL PP) using ANFIS.

ISA Trans., 49: 559-566. DOI:
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