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Abstract: Problem statement: Fiber To The Home (FTTH) is optical network thdaypimportant
role to carry multimedia service to customers. Tdikire service caused by fiber optic cut or device
malfunction always happens and it cannot be avoidegroach: To solve the failure efficiently and
effectively, it is needed a real time monitoringtgm that can work automatically to detect theufail
and perform restoration. Smart wireless systenuils to perform this task. It can monitor the optic
signal continuously and perform restoration fastpfing method is used to take a small part of aptic
signal that goes to customers. This small amoumiptital signal will be processed by converter and
microcontroller for monitoring and restoration posp.Results: Based on our experiment, the best
coefficient coupler in this system is 0.1 with thexeiver sensitivity 32 dBm. This system also is
capable to detect the amplitude of video signatkgonous by real timeConclusion: The proposed
system is the first reported up to this time uditfg signal to monitor the optical signal and perform
automatic restoration.

Key words. Fiber To The Home (FTTH), Optical Line Terminal (D), Central Office (CO), Optical
Network Unit (ONU), Amplitude Modulation (AM), Fregncy Modulation (FM), Signal
Noise to Ratio (SNR)

INTRODUCTION The ability of Fiber To The Home (FTTH) to carry
3 data services (audio, video and internet) tocsuets
Optical communication systems have begun to b&as been evidenced and implemented in Malaysia (Tan
developed by many researchers after finding that thand Fain, 2009). FTTH-PON is Point-to-Multipoint
use of copper cable has many disadvantages. The§82MP) optical network passive where “passive” nsean
disadvantages include low bit rate, very limitedthat this system only use passive components fram C
bandwidth and high possibility of influence of magn [0 CUStomers so that it can decrease installaisband
field. The use of fiber optic instead copper catée reduce the p035|b|_llty of component damage (Ratzi
solve these problems. Fiber optic can carry datught al., 2009). There is no active component so that the

. . . . using of power supply and heating can be avoided
speed with large bandwidth. The data carried bijtlig (Kha%ri ot 2009)?pF¥I'TH-PON consists. of Optical
thus the data destruction caused by the influerfce Qine Termin:all (OLT) located in Central Office and
magnetic fields can be avoided.

. ical - some ONUs in customer side. Sending the signal to
FTTH-PON s an optical communication Systém . n. cystomers only need passive component of
that is used to carry communications signals oimr f optical splitter (Radziet al., 2009). The P2MP

optic cables from Optical Line Terminal (OLT) in grchitecture can minimize the usage of fiber invoek.
Central Office (CO) to all customers. All gesides that, this architecture is easy to be obatrd
communication signals are sent to all customers OVemight increase the number of investment in FTTH
single optical cable, connectors and optical sglith  (Khairi et al., 2009).

distance not exceed 20 km. In customer side, dptica FTTH-PON architectures is capable of serving a
signal will be converted to electrical signal usinglarge number of customers, so if there is a failarthe
Optical Network Unit (ONU) (Koonen, 2006). network, it may affect all customers or part of it
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depending on where the location of such damages. In  In communication system using Frequency
(Chanet al., 1999) said that if a failure occurs in feederModulation (FM), the optical loss is not directly
region, it can affect all networks so that all cusérs proportional to SNR of video signal so that theicgit
cannot receive the optical signal. If the failucears in  jine controlling cannot be done by monitoring the
distribution line side, only some customers will bequality of optical signal. Basically, the minimum
affected (Leeet al., 2006). requirement for good quality of video signal is dB

Some optical line failure is caused by earthquakegNR. Figure 1 shows that the quality of video signa
construction activities that cause the fiber cabaages i decrease when the loss of optical power abbSe

and optical device failure. Optical damage mighisea dB. On digital system, the quality of video sigmdll

g‘?oﬁus:meer_srmga}gli;ﬁ;ggig’: :ﬁr\illnceee:rsorrrr]lups?t\f‘igd decrease when the loss of optical power above 19 dB
9 . 9 This means that the FTTH controlling system based o

failure location and fix it. All failures occur ioptical monitoring the quality of optical sianal cannot Eed
network will be a business losses for service pl@wi 9 quatity ot op 9
to perform the switching process. On the other hand

This study discusses about an automatic monitaindy h litv of vid ianal | v aff d
controlling system in FTTH based on smart wirelesdN® qua ity of video signat 1S not only & ec_te logs
system so that all failures will be solved fast and®f OPtical power but also is caused by nonlineatey

efficiently. This will give many advantages botmgee N Optical communication.

provider and customers. Moreover, it can proteet th [N this study, video signal is used as indicator o
human eye from optical leakage. automatic switching process in FTTH network.
Recovery system will work when the quality of video

MATERIALSAND METHODS signal decrease. When there is a loss in optieal this

) . . system will not perform recovery process until the
Generally, the fiber optic monitoring system uses, ;e of SNR below 47 dB

the optical signal to check the quality of the wdde . : -
. . S To design video signal detector, PAL/NTSC
signal sent from Central Office. When there is iaufa detector is used after demodulator. Demodulatot wil

in optical network, service provider operator will . . .
perform switching either manually or automatically. cpnvert Fhe Radio Frquency (RF) s_lgnal to_composn
video signal. Composite video signal will go to

is not effective because the quality of video siganaot .
always directly proportional to the optical losgylre 1 PAL/NTSC detector_and_ out b_mary_ dgta_ based on the
gresence of composite video signal in its inpujuFé 2

shows the comparison of communication system usin - ) k )
AM, FM and digital method. shqws the block diagram of video signal detector in
In communication system using Amplitude Optical network.
Modulation (AM), the optical loss is directly Video signal detector consists of passive optical
proportional to SNR of video signal. The highericgt ~ components, converter, demodulator, video detec
loss, the SNR value will decrease. In this methbd, controller, RF transmitter and optical switBfassive
optical signal can be used as an indicator thapptical functions to split the optical sifjnbased
representing the quality of video signal so that th on certain wavelength and ratio. Converte€CAsTV
controlling of the optical lines can be done byreceiver that has function to convert theigabt
monitoring the loss of optical signal. signal to RF signal.
This converter has sensitivity that can be chosen
based on the sensitivity of photo detector. Thewubf

75

70

65 PAL/NTSC detector is binary data so that it careasy
60 proceed by microcontroller. Type of microcontroller
% 55 —— used is ATTiny2313 since it is small and high
2 50 N = performance. When there is a failure in opticalvoek,
? s Digital the microcontroller will send information to Certra
40 i Office over RF transceiver. Central Office will cke
35 the validity of the data and determine whether nieed
0 perform restoration or not. When there is a resimma

02 4 628 10 12 14 16 18 20

Optical loss (dB) data, the engineer in CO will send information t6 R

transceiver and microcontroller will activate thatioal
Fig. 1: Comparison of communication system usingSWitch to divert the optical signal from main line

AM, FM and digital method protection line.
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Fig. 4: Zigbee network topologies (Meshnetics, 2009

In FTTH, Central Office will send 3 data i.e.,
video, audio and internet. The video signal will be
carried by wavelength 1550 nm, audio 1310 nm an
internet 1480 nm. The passive optical system awisho
in Fig. 3, the optical signal will enter to opticalitch
first. Where the failure occurs in main line, thatiocal
switch will divert the optical signal to protectidime.
Optical switch output will go to WDM multiplexer &l
has function to split the three wavelengths. Wawgtle
1550nm that carries video signal will go to fused
coupler that has function to split the wavelenghsdul
on ratio. 10% of the optical signal (1550 nm) wgitl to
converter for further process as shown in Fig. @ an
90% will go to WDM Demultiplexer to be recombined
with wavelength 1480 and 1310 nm.

To perform smart monitoring in optical network,
we use zigbee solutions. ZigBee

g

builds on IEEE standard 802.15.4 which defines the
physical and MAC layers. The IEEE 802.15.4 protocol
presents some potentially interesting features for
supporting large-scale computing applications. The
IEEE 802.15.4 protocol, adopted as a communication
standard for Low-Rate Wireless Local Personal Area
Networks (LR-WPANS) (Callawagt al., 2002).

Even though it was not specifically designed for
WSNSs, this protocol provides enough flexibility for
fitting different requirements of WSN applicatioby
adequately tuning its parameters. WSN consists of
many distributed and disposable sensor nodes that
require a highly integrated, low cost single chip
transceiver with high energy efficiency. To consume
less power it should work at a low duty cycle (Ab-
Rahmanet al., 2011). In fact, low rate, low-power
consumption and low-cost wireless networking aee th
key features of the IEEE 802.15.4 protocol, which
typically fit the requirements of WSNs.

The protocol is very important for wireless netkvor
So protocols are designed to optimize the number of
bytes transmitted/received in the network for the
intended communication. Often energy efficiencgtéalt
in the Medium Access Control (MAC) layer in the
protocol for wireless sensor network by introducstegp
schedule. Another way of reducing the energy
consumption without increasing the end to end atés
the Transmission power control. Nowadays many
transceivers have the ability to change their trassion
power dynamically by changing the amplifier gain
setting (Najashi and Xiaoheng, 2011).

As shown in Figure 4, there are three different
network topologies that are supported by Zighemeta
the star, mesh and cluster tree or hybrid netwdtksh
has its own advantages and can be used to advantage
ifferent situations. The star network is commounded,
aving the advantage of simplicity. As the namegssts
it is formed in a star configuration with outlyingpdes
communicating with a central node. Mesh or pegrder
networks enable high degrees of reliability. Thepgist
of a variety of nodes placed as needed and nodbmwi
range being able to communicate with each othtarto
a mesh. Messages may be routed across the network
using the different stations as relays. There islls a
choice of routes that can be used and this males th
network very robust. If interference is present are
section of a network, then another can be useeddst
(Meshnetics, 2009).

ZigBee uses 2 kinds of addressing, 64 bit IEEE
address and a 16 bit short address. In this relsearc

is a wirelessve use XBee-PRO module. XBee-PRO RF Modules

networking standard, aimed at remote control andvere engineered to meet IEEE 802.15.4 standards

sensor applications which are suitable for openatio
harsh radio environments and in isolated locatidns.
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reliable delivery of data between devices. The neslu 2 0

operate within the ISM 2.4 GHz frequency band amd a ~ ~ —Sensitivity 25dBm

pin-for-pin compatible with each other. ) — Seasitivity 30dBm
Figure 5 shows the configuration of zighee network _z:::: ij:

in FTTH. Each optical splitter consists of 6 sessand 10 )

one sensor will be used as coordinator. Coordinigtor 0

capable to scan all sensors in its group and make 5885538383539 5585835888

communication with another group or central office. Coupler cofficient

Two classes of devices are employed, one XBeeland t

other XBee-Pro. The XBee has the maximumrig. 7: Effect of fused coupler coefficient to SNR
indoor/urban range of 30 m and Outdoor Range of 100

m, operating at 2.4 GHz frequency with data ratff 15 gmitter has function to convert the RF sigrtals
Kbps. XBee-Pro has the same specifications exo@pt t htica| signals and transmit them over 20 km optica
its indoor/urban range is 100 m and outdoor line-of .ahie * T¢ distribute the signals to some customers,

sight range is up to 1.6 km. This design employed g yico| spiitter is needed. In this experiment, use
mesh network configuration. We use Xbee-Pro a%ptical splitter 1x8 to split the signal to eight

coordinator and receiver in Central Office whiltherts customers. Smart wireless system will be put before

using XBee. Obti .
: . ptical Network Unit (ONU).
Many ZigBee hardware solutions employ 2.4GHz Figure 7 shows the fused coupler characteristic in

frequency band. ZigBee's packet has a maximum siz& . : . .
) ) ; TTH using optical splitter ¥8. By using converter
of 128 bytes including protocol overhead with effez with sensitivity -30 dBm, the Signal Noise to Ratio

room for a maximum of 104 bytes of data. (SNR) above 30dB can be obtained by using fused
coupler with coefficient 0.1. By using converterthwi
sensitivity -32 dBm, the Signal Noise to Ratio (SNR

Experiment has been done in Spectech Laborator00ve 30dB can be obtained by using fused coupler
Universiti Kebangsaan Malaysia to determine theWith coefficient 0.05. And by using converter with
performances of this monitoring system. Figure e6Sensitivity -35 dBm, the Signal Noise to Ratio (SNR
shows the equipments used in this experiment. above 30dB can be obtained by using fused coupler

DVD player is used as video signal source and wilwith coefficient 0.02.
be converted to RF signal by using RF converter. To  Figure 8 shows the effect of fused coupler
play many channels, we put 4 DVD players and 4 RFoefficient to video signal synchronous amplitude.
converters that will be combined by using RF corabin Either in PAL or NTSC system, synchronous is a&ign
before they are modulated by optical signal. that indicates a new frame received by television.

446

RESULTSAND DISCUSSION



J. Computer <ci., 8 (3): 443-448, 2012

350.00

300.00

250.00

200.00

150.00 = Sensitivity -25dBm

= Sensitivity -30dBm

Amplitude syne (mVpp)

100.00 Sensitivity -32dBm

= Sensitivity -35dBm
50.00

Vin W
= = =

Coupler coefficient

Fig. 8: The effect of fused coupler coefficientvideo
signal synchronous amplitude

o ]

NERRRRREERERERE
Waiting for vestoration.

EERRA NN NN R AR
‘ e Restoration cemploted

(b)

Fig. 9: (a) Restoration process in FTTH (b) Resiona
completed in FTTH

Synchronous signal will be put at the end of every

frame of video. The amplitude of synchronous sigsal

287 mV for PAL format and 300 mV for NTSC.
the
synchronous signal where its amplitude greater thran

PAL/NTSC detector is capable to detect

equal to 250 mV. By using converter with sensiiv25

dBm as shown in Fig. 8, the amplitude sync of video

At Central Office, the engineer can observe the
condition of all optical lines visually. Graphicblser
Interface (GUI) has been built by using Visual Basi
Programming. Figure 9a and b shows the GUI for
monitoring and restoration process.

CONCLUSION

Optical signal monitoring system by using video
signal indicator has been developed. This system is
capable to monitor the condition of all optical din
continuously without controlling manually from Ceat
Office. This system only uses photo detector with
sensitivity 32 dB and fused coupler with coeffidiénl.
This means it only takes 10% of optical signal sent
from Central Office whereas the remaining 90% wdl
to customer so that it will not affect the datdftca
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