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Abstract: Problem statement: Wireless mobile sensaretworks are deploying large, self-organized
and adaptable sets of sensors for many applicasoch as military, environmental, health care,
remote monitoring and other applications. Unforteha the simplicity and low-cost of these sensors
make eases cloning of compromised nodes by attakehe network. Due to the unattended nature
of wireless sensor networks, an adversary can &piud compromise sensor nodes, make replicas of
them and then mount a variety of attacks with tredeees. This cloning attack is the entry pointdor
large span of creepy attacks. In such attack, apradry uses the credentials of a compromised node
to introduce the replicas secretly into the netwdikese replicas are then used to launch a vaofety
attacks that challenge the sensor applicationsreféne the detection of node replication or called
clone attacks in a wireless sensor network is adorental problemApproach: These clone node
attacks are highly dangerous because they allowattaeker to compromise a few nodes to exert
control over much of the network. Several cloneendétection schemes have been proposed in the
literature to defend against such attacks in statigsor networks. A few distributed solutions to
address this fundamental problem have been recentlposed. However, these solutions are not
satisfactory inPro-active context. First, they are energy and memory denmgndh serious drawback

for any protocol to be used in the WSN-resourcestrained environment. Further, they are vulnerable
to the specific adversary models introduced in $hisly. To overcome the above problems we propose
the improved version of Randomized, Efficient andéstiibuted protocol named SRED-Secure,
Randomized and Efficient and Distributed protodte show that our emergent algorithms represent a
promising new approach to sensor network secuntyniproving its trust aspects with the witness
node.Results: The result of the experiments shows that not omyitmprovement levels of security
aspects but also shows that the considerable anobumiprovements in memory and time overheads.
Conclusion: This method improves the security aspect of wielesnsor networks mainly in
unattended environment and improves the real tiate acquisition systems in future era.

Key words: Clone detection, sensor networks, Wireless BodyaASensor Network (WBASN),
security, secure RED method

INTRODUCTION capture and compromise sensor nodes and then use
them to inject counterfeit data into the network,
A Wireless Sensor Network (WSN) is a distributedinterrupt network operations and eavesdrop on m&two
and ad hoc network constituted by a large number ofommunications. In this scenario, a particularlylglp
tiny-size, low-cost and resource-constrained sensaattack is the clone node attack (Paetal., 2005), in
nodes. Due to cost concerns, current generations efhich the adversary takes the secret keying méderia
sensor nodes lack hardware protection for tamperfrom a compromised node, generates a large nuniber o
resistance, but are often deployed in unattendet arattacker controlled replicas that share the comjmedn
harsh environments and thus are susceptible ta@apt node’s keying materials and ID and then spreadsethe
and compromise. In potentially antagonistic replicas throughout the network. With a single oagd
environments, the security of unattended mobileesod node, the adversary can possible to create as many
is extremely critical. The attacker may be able toreplica nodes in the network.
Corresponding Author: Anandkumar, K.M., Department of Computer Sciencd Bngineering, Easwari Engineering College, Anna
University, Chennai, India Tel: +919442512377
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MATERIALSAND METHODS
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The time and effort needed to inject these replice
nodes into the network should be much less than th

effort to capture and compromise the equivalent N
number of original nodes. The replica nodes are 1 ri
. ACCESS
contro_lled by the adversary, but _have keylng i point
materials that allow them to seem like authorized ; e
= . patient Physician hospital
participants in the network. Protocols for secure  pody-area notwork monitoring system

sensor network communication would allow replica

nodes to create pair wise shared keys with othepig_ 1:-Model scenario-the wireless patient
nodes and the base station, thereby enabling the monitoring system

nodes to encrypt, decrypt and authenticate alheirt
communications as if they were the original node. A
straightforward solution to stop replica node &ttac
is to prevent the adversary from extracting sekest

In this solution, each node sends a list of itghleors

and their locations (that is, the geographical doates

materials from sensor nodes by equipping them WithOf. eac_h “Od?) to a BS. '!'he same node ID.|n tws list
with inconsistent locations will result in clone

tamper-resistant hardware (ldbal., 2011). : .
There are many replica node detection schemes hafétection. Then, the BS revokes the clones. This

been proposed for static sensor networks (Petrs., solut_ion has sgveral dravybacks, such as the presﬁ.nc
2005), (Contiet al., 2007), (Xinget al., 2008). The @ Single point of failure (the BS) and high
primary method used by these schemes is to hawesnodcommunication cost due to the large number of
report location claims as a finger print that idieewt their ~ messages. Further, nodes close to the BS will be
positions and for other nodes to attempt to detecfeduired to route much more messages than other
conflicting reports that single node in multipledgions. ~ N°des, hence shortening their operational life.

In this study we propose an effective and Fig. 1 Another centralized _clone detection protocol_ has
efficient pro-active method called Secure, Randomized Peen recently proposed in (Brooks al., 2007). This
and Efficient and Distributed protocol (SRED) taete ~ Solution assumes that a random key pre distribution
node replication attacks in wireless sensor netaoirk ~ S€curity scheme is implemented in the sensor nitwor
the recent work published so far says about noddhatis, each node is assigned a set of k symmieyis,
replication attacks in static wireless sensor netway ~ randomly selected from a larger pool of keys (Bakar
identifying the clone based on its location aftee t and Laurent-Maknavicius, 2007). For the detect@th
attack was happened. But our proposed method finddode constructs a counting bloom filter from theské
the clone before it was introduced into the netwloyk  uses for communication. Then, each node sendsvits o
the adversary and allows continuous communicatiofilter to the BS. From all the reports, the BS asutie
between the nodes by avoiding the blocking state imumber of times each key is used in the networle Th
between the nodes due to the clone attack. Oukeys used too often (above a threshold) are camslde
extensive simulations results also show that tieen  cloned and a corresponding revocation procedure is
improvement comparatively with previous methods andaised.
our algorithm effectively block the entry of anyook Parnoet al. (2005) proposed the work to address
nodes into the network. the node replication attacks. They proposed two

The rest of the study is organized as follows:protocols: randomized multicast and Line-Selected
Related works, Threat model for our scheme, Securbulticast. In randomized multicast, each node
multicast mechanism and the proposed pro-activédroadcasts a location claim to its neighbors. Téech
preemptive protocol called Secure, Randomized andeighbor selects some random locations within the
Efficient and Distributed protocol (SRED) along lwit network and forwards the location claim with a
security and performance analysis, Results oprobability to the nodes (refer to as witness npdes
simulations that we conducted to evaluate the ego closest to chosen locations by using geographigngu
scheme, Comparison of our method (SRED) with theAccording to Birthday Paradox (Menezetsal., 1996),
existing RED Scheme and Finally concludes the study at least one witness node is likely to receive lictirig

location claims when replicated nodes exist in the
Related works: One of the first solutions for the network. In order to reduce the communication costs
detection of clone attacks relies on a centraliBade and increase the probability of detection, theyppsed
Station (BS) (Eschenauer and Gligor 2002). line-selected multicast protocol. Besides storing
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location claims in randomly selected witness notles, generations. Each node belongs to a unique geoerati
intermediate nodes for forwarding location claimsin their scheme, only newly deployed nodes are tible
can also be witness nodes. This seems like randombystablish pair-wise keys with their neighbors atid a
draw a line across the network and the interseafon nodes in the network know the number of highest
two lines becomes the evidence node of receivingjeployed generation. Therefore, the clone nodeb wil
conflicting location claims. fail to establish pair-wise keys with their neighto

_Zhu et al. (2007) proposed two more efficient gince the clone nodes belong to an old deployed
distributed protocols for detecting node replicatio generation

attacks: Single Deterministic Cell (SDC) and Pafall The only approach that achieves real-time

Multiple Probabilistic Cells (P-MPC) (Zhet al., 2007). Fg(etection of clone attacks in WSN was proposed by

Both protocols need the sensor network to be g, .
geographic grid, each unit of which is called d.del ing et al. (2008). In their approach, each sensor

SDC each node’s ID is uniquely mapped to one of th&oMPutes —a fingerprint by incorporating the
cells in the grid. When executing detection procedu N€ighborhood information through a superimposed

each node broadcasts a location claim to its neighb disjunct code (Xinget al., 2007). Each node stores the
Then each neighbor forwards the location claim with fingerprint of all neighbors. Whenever a node seads
probabmty to a unique cell by executing a geo@iap message, the flngerprlnt should be included in the
hash function (Ratnasaneyal., 2002) with the input of Mmessage and thus neighbors can verify the fingerpri
node’s ID. Once any node in the destination cellThe messages sent by clone nodes deployed in other
receives the location claim, it floods the locatidaim  locations will be detected and dropped since the
to the entire cell. Each node in the destinatioli ce fingerprint does not belong to the same “community”
stores the location claim with a probability. THere, Conti et al. (2007; 2011) proposed a recent work
the clone nodes will be detected with a certainfor detection of node clone attacks in WSNs called
probability since the location claims of clone nedell RED based distributed detection (Costial., 2011).
be forwarded to the same cell. The difference betwe When executing RED, the BS broadcasts a random
SDC and P-MPC is the number of destination cefis. | yalue to all nodes in the network. Then the follogi
P-MPC the location claim is forwarded to multiple gperations are similar to Parmb al. (2005) scheme
deterministic cells with various probabilities by except for the selection of witness nodes. In RE® t
executing a geographic hash function with the infiut \yitness nodes are selected based on a pseudo random
node’s ID. The rest of procedure is similar 0 SDC.nction with the inputs of node’s 1D, random value
Igr?;?:lorfc’)brt?iIit(:k?sewgl(l)des will be detected with &which is broadcasted by the BS and the number of
P y : destination locations. Location claims with the sam

Choi et al. (2007) proposed a clone detection ode ID will be forwarded to the same witness nodes
approach in sensor networks called SET. In SET thé . .
in each detection phase. Hence the replicated nodes

network is randomly divided into exclusive subsets. . be d di hd . h Wh
Each of subsets has a subset leader and members §f¢ P€ detected in each detection phase. en next

one-hop away from their subset leader. Next, meltip UM the RED executes, the witness nodes will be
roots are randomly decided to construct multiplb-su different since the random value which is
trees and each subset is a node of the sub-treé EaProadcasted by the BS is changed.

subset leader collects member information and faitwva

to the root of the sub-tree. The intersection ofj@mads  Threat model: We now, consider a hospital scenario as
performed on each root of the sub-tree to detecshown in Fig. 2 where, there are four patients fin a
replicated nodes. If the intersection of all subs#ita  |CU. Each patient has a set of sensors on theiy bod
sub-tree is empty, there are no clone nodes instits  \hich forms a Wireless Body Area Sensor Network
tree. In the final stage, each root forwards j®reto the - \yBaSN). These nodes send their information tor si
BS. The BS detects the clone nodes by computing th ode which collects and then forwards it to theeasc

intersection of any two received sub-trees. In sammn ; :
SET detects clone nodes by sending node’s infoomati point. The access point forwards the data to thetodo

to the BS from subset leader to the root node of §N0 would respond with the required prescriptionwN

randomly constructed sub-tree and then to the BS. this information is further forwarded to the carneeg
Bekara and Laurent-Maknavicious proposed a newho is also placed in the ICU and can medicate the

protocol for securing WSN against nodes replicationPatient according to the doctor’s prescription.

attacks by limiting the order of deployment (Bekara We now define a simple yet powerful adversary. It

Laurent-Maknavicius, 2007). Their scheme requirescan compromise a certain fixed amount of nodes and

sensors to be deployed progressively in successiv@plicate one or more into multiple copies (thenels).
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Fig. 2: Threat model

In general, to cope with this threat, it could lwsgible hazards to the monitoring body. If the gateway is
to assume that nodes are tamper-proof. We alsongssu capable to block the same ID communication, it

that the patients are stationery and also thaetaer no  discards the conflict ID and data from the noded an

replicated WBASNSs at the time of initialization. §h glso announce to all the nodes about the replicatio

adversary would be in and around the hospitakyent. Normally the adversary injects the malicious
environment so that he comes in the range Ohode through any one of the intermediate node via a
communication with the particular access point @ear myti hop communication and try to reach the gatewa

to the ICU and launches a clone attack. He theny, gccess pointer. In this context the node acogyitie

compromises a few nodes (one WBASN), using the,e entry node does not know about their presemce |

cryptographic  information obtained from the the network. if it not properly updated or the vt
_compromlsed n_odes to produc_e replicas and finall ime get tooylong Whepn t?\e syengor network fieldesy
inserts the replicated WBASN into the network. The 2 .

arge. In this case we present our algorithm and

compromised nodes and replicated WBASN are fully. 2~ . )

controlled by the adversary and can communicath Witd'Str'bUte rgndomly to the nodes available in the

each other at any time. In this manner he modifies network which checks _and prevent the new entry node

required data and sends it to the access point. based on few gon;tralnts and allowed or_b_locked for
Based on our practical experience, In WBASN thefu.rther communication. The removal of ma_I|C|ous aod

entry of clone nodes directly through the gateway oWill happen ahead of the gateway and it can allow

access pointer with same SSID is possible. Bubéf t continuous communication with all othgr_ nodes. ts0 i

access pointer is more intelligent it can capablelock ~ Pro-actively prevents or blocks the malicious nége

the communication or accepting the data from theffectively blocking the malicious node in the gntr

original and clone nodes. Here we worked with lager POint level itself.

and layer 1 level with sensor motes. The acces#qoi

accepts the data from the original and malicioudeso RESULTSAND DISCUSSION

with different time intervals and also simultandgus

records the data on database. The recorded reading The pro-active prevention of malicious node into

shows high variations between peak to peak and the network can be done by comparing its location

makes confusion to the reader and causes the sarioinformation with gateway and all other nodes by
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updating the Message Information Table (MIS). Theavailable on other various nodes of the same né&tivpr
message information table consist deployment awn@ no considering them as a witness node. Selection miegs
location information. The verifying node also sédec can be done as a random fashion.

some of the witness randomly in the network and
compare with the gateway information. If both are
match it concludes that the presence of maliciaaden
or the other possibility.

1.
PRO-active preemtive protocol: 2.
Secure Multicast Mechanism: In the above Fig. 2 all 3.
the three wards consist of 12 WBASNs namely
WBASN 1 to WBASN 12. Considered WBASN 2 gets 4.
replicated and try to intrude into the network.
Whenever there is a chance the cloned or duplicatey
nodes try to enter through nearby accessible tluste;’
WBASN. In our assumption consider the node 2 get%:
cloned. In the above scenario cloned node WBASN 2

enter through WBASN 10 available in the ward 3 andjg.
reach the access pointer/base station via inteateedi 11.
node WBASN 9 and try to reach the access pointdr anl2.
make a update in the information table availablewN 13.
the access pointer gets confused because of twiasim 14.
WBASN 2 IDs (already the trusted / original WBASN 15.

2 communicating from ward 1). After the attack 16. ) : .
g ) 17. Ilteration 1: RandWitness(IDx, Ix, ly, Signed®h

happens in the access pointer it denies to forlaed
data from both WBASN 2 IDs to the doctor's room
server and become a blocked mode for WBASN 2. All; g
other solutions proposed for this problem previgase

only revocate the cloned node based on its locationQ.

after the attack was happened. Our proposed method
overcome this problem and
repudiation by entry level check. When the clonede

the network, WBASN 10 initially check whether
similar kind of node is already available or nothwihe
access pointer by verifying the ID. If exist themrthe

on its previous history which is available in theme
node with respect to previous past time periodstt2l
t-3, t-n and with this knowledge the verifying
node come to the preliminary conclusion that wiriode
is a original node and other one is duplicated ndtien

Secure,
protocol: We present a secure algorithm for the
detection of clone attacks

18.
. Iteration 2:

improves the non-21.
22.

WBASN 2 tries to enter through node WBASN 10 into 23. \ )
24. If(( IDClaim = = IDy) && (LClaim = = Ly))
25.

26.
algorithm to find and compare the location of botho7.

similar WBASNs with the Message Information Table 28,
(MIS) available. The comparison of location is lshse 29.

randomized, efficient and distributed

Rand—ReceiveBroadcastedRand();
Set time-oul;
a—NeigboursOf (a) :<
IsClaim, (IDa, La,Ta)) >;
While A not elapsed and ReceiveMessage(M) do
begin

For (i=0;i<n;i++)

If (nodelDJ i] = = nodelD [i+1])

BlockDataFrom (i);

BlockDataFrom(i+1);

For(t=m;t>=0;t - -)

Trusted Node Y= Node

At( Time[ t-1]);

IDy = NodelDat( Time[ t-1]);

Ty = Time t-1];

Ly = Location(TrustedNodeYat(Time t-1]));

end;

if IsNotCoherent(Ly, Lx)

IDa,NeigboursOf (a),

x SignedClaim)

— WitnessNodel

: Response(SignedClaimx,
SignedClaimy)—AccessPoint
Iteration 3:(RandWitness(IDx,
SignedClaimx, SignedClaimy)

& ! WitnessNodel}» WitnessNode2
if (Claim(WitnessNode1)=Claim(WitnessNode?2)))
ExtractClaimValue();

IX, ly,

GrantAccess(Claim(WitnessNodel)) and discard
other node;

Else

Goto lteration 1:

end;

Clear MEM;

As a conclusion before making any entry of

new node it should be verified with access pointer
about its Location and ID by the initial forwarding
node. If the same ID exist in the access pointen the
corresponding WBASNSs location and IDs to be vedifie

automatically the duplicated node revocate from theby the initial forwarding node.

network and communication form that node completely
discards by all other nodes. This preliminary diac
method improves considerable amount of energy an

Notation used: The following Table 1 shows the
Hotations used throughout in this study.

communication overhead compare to other methodg;ecurity and performance analysis We investigate

available so far. To ensure the secondary level ofjone detection probability during a sequence of
verification of the same can be done with other MiTiterations. We assume that the adversary has claned
1695
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node, it is also already controlling a subset of S Performance analysis
randomly selected other nodes and no mechanism fc -
preventing packet dropping is implemented, so tha . |
malicious nodes can stop claim forwarding. Furthes, o4 |
assume that a node (say a) is cloned and one dbiie 0 92
(say &) is randomly deployed within the network area. 2 o0 -
Moreover, we assume no routing failure and fronheac 5 ss = RED
neighborhood, exactly one claim message is sent. | 5 86 . )
RED (17), if just one of these node in the two path 84 - SREED
malicious, detection can fail. In fact, note thaet 82
corrupted forwarding node can simply drop the 397
received location claim. The probability that aade & T ] '
one malicious node is present in the paths is: Deteetion. Edergy memery R
P(A) =1- P(A wherexs B A< Fig. 3. Comparison of SRED with RED
Altematively; Table 1: Notations
Notation Significance
1-(n-g)Cs n Number of nodes in the network
nCs ID; The identity of node i
P(A) :1-(n7-g)Cs d Average degree of each node
il S VAt g Number of witness nodes
nCs w Witness node nearby edge or
vertices of the sample space
Similarly if ‘S’ is a sample space and A is theyan P Zrolggkigi%?aggir?ihnl;g;n\gvg:ion
event then probability of the event A is defined as HOV) H(fsh of M
g Number of witness selected by each neighbor
P(A) = n(A) ly Location nodex claims to occupy
n(S) s Sample Space
A A may be any event
Same way out of ‘n’ nodes selecting ‘g’ no. of
witness and the total number of possible ways are: Similarly instead of applying bayes formula for
the above condition we can also use the geometrical
P(A) = gCw _ g!/(g-w)'w! distribution for the selecting a witness from the
nCg n!/(n-g)lg! sample space is:
_(@h2(n-g)!_ (9)2(n-g)!
(@-w)winl  (g-w)iw)[ (w+1)(w +2)......n| PA)=p+0.p+q. QP+ s
P (A)=p.q7"

Finally we have to choose the witness from theWhere, x=1, 2, 3... n
sample space in the nearby edges or vertices,The., For ‘i’ no. iterations
node to select the witness among the available snodéP (A) = [1—q]
which is far away from the initiating node. If ‘W'e the
witness node near the edge and ‘A’ be one of the The above table shows the comparisons of various
witness node among the total ‘n’ nodes, then apglyi protocols with respect to memory and communication
condition probability for more than one event isoverhead in asymptotic notation
according to bayes formula: The above Fig. 3 shows the comparisons and
performance analysis of SRED with RED protocol.

n)
(WmA CONCLUSION

2 P[m] _ .
The proposed model simulation was carried out
using the crossbow kit and the readings were noted
p(Ai)_p[ﬂ_) using the mote view package as shown in Fig. 4. The

p(ij = Al simulation was done over a time of 100ms. Initiaily
w D :nzlp[Aﬂ) P(Am) motes were used for communication to show the nbrma
m

scenario and readings were noted. Later two nodes w
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replicated (ID: 5304, 5325) and the communicationsj
were carried on.

The above Fig. 4 shows that the arrangements of
six sensor motes with coordinator interface withteno
view package. It shows the topology of arrangemen
and corresponding data values. In our simulation we
take Temperature and pressure are the two paramnete
for various comparisons

In the above Fig. 5 shows the topology arrangemer
of six sensor motes with gateway or coordinator

In the above Fig. 6 shows the recordings of date
from the all the six sensor motes with respectagous
time and measurable parameters

In the above Fig. 7 shows the topology
arrangement of six sensor motes with gateway or
coordinator after making the replication of two emt Fig. 4. Cross bow sensor motes with coordinator
In the above topology shows that two nodes are
overlapped with other nodes with same SSID. e

In the above Fig. 8 shows the recordings of date
from the sensor motes with respect to various timef
and measurable parameters. In the above table shov|
that two nodes are overlapped with other nodes witt

mERRERF

same SSID. The readings are continuously changini - S

with overlapped sensor SSID with high and low S i

values. The replicated SSID row shows continuous |z
updation of two sensor nodes, but other SSID rows T -

shows the constant time interval updates. In the e — b s

above topology shows that two nodes are overlappe
with other nodes with same SSID. Here the remitat ==
node enters through other nodes as a multi-hop

communication and all other nodes are communicate&fig. 5. Topology shows the order of sensor motes
directly with the gateways .

In the above Fig. 10 shows topology arrangemen T
of six sensor motes with gateway or coordinatoeraft |
making the replication of two motes. In the abovef
topology shows that two nodes are overlapped witffs =
other nodes with same SSID. Here the replicatet® no
enters through other nodes as a multi-hop
communication and all other nodes are communicate:
directly with the gateway. The shaded portions show
the light intensity of the replicated node wheravds
overlapped with original node SSIDs.

In the above Fig. 11 shows the light recording of
two nodes with same SSIDs. The X axis taken ana ti
in ms and the Y axis shows the light intensity in
Luminous (LUX). The above result shows the recordec
values of node ID 3504 in our simulations.

In the above Fig. 12 shows the temperatureFig. 6: Data table from sensor nodes
recording of two nodes with same SSIDs. The X axis
taken at a time in ms and the Y axis shows the In the above Fig. 9 shows topology arrangement
temperature. The above result shows the recordeof six sensor motes with gateway or coordinatoeraft
values of node ID 3504 in our simulations. making the replication of two motes.
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Fig. 10: Topology shows light intensity of repliedinode
Fig. 7: Topology shows the overlapping (Replicated

; 700 -
twlo_sensors were overlapped with other two oo X-axistime(ms)
original sensors) Y-axis light(lux)
500 -
LK ] :_Eﬁ—f‘“:?i 906 300 - replicated
Sl 200 - original
100
04—

0 05 1 15 2 25 3
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Fig. 12: Graph shows temperature of replicated sode
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