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Abstract: Problem statement: Using microarray techniques one could monitorgkgressions levels

of thousands of genes simultaneously. One challevag how to derive meaningful insights into
expressed data. This might be carried out by dlingtdechniques such as hierarchical and k-means,
but most of the clustering techniques were lardedyristic in nature and are associated with some
unresolved issues like how to fix the precise nundieclusters and how to visualize the results in a
pictorial form. Approach: Determine accurate number of clusters from gen@ession data and
validate the results using correctness ratio amd sfisquares criteriad new approach suggested to
addresses the primary issue of k-means clustetgagithm that predefining number of clusters. This
approach provides accurate number of clusters byinmiEing the squared error function and
maximizing the correctness ratio vallResults: The experimental results have shown the efficiesfcy
our method by calculating and comparing the sursgofares with different k values. It was concluded
that the number of clusters were accurate with mimh sum of squares value and maximum value of
correctness ratidConclusion: The results showed that the quality of clusters perddormance of this
new approach is improved.
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INTRODUCTION massive databases. Traditional techniques and &oels
not adequate to deal with this data and obtain the
The advent of microarray technology made itdesired results (jiangf al., 2004; Eiseret al., 1998; Ali

possible to monitor the expression levels of thadsa et al., 2009). The challenge is to effectively analynd a
of genes concurrently whereas in traditional apginea  interpret such a huge volume of information. Two
one can focus local examination and collectionathd statistical operations commonly applied to micragrr
on single gene (Wilkin and Huang, 2007; Cretral.,  data are classification and clustering (Sureshal.,
2005). Microarray may be used to measure gen@009; Kumar, 2009). Classification technique is a
expression in many ways, but one of the most pepulasupervised one in which objects is classified bgvim
applications is to compare expression of a seteoleg class label, whereas clustering is an unsupervised
from a cell maintained in a particular ‘condition technique requiring no predefined class labels.w&s
the same set of genes from a reference cell magdai have little knowledge of the complete data sethaee
under normal ‘condition B’. The process data, aftfer  favored unsupervised methods (Eistal., 1998). The
normalization procedure, can be represented ifottme  patterns within the groups are similar to one asoth
of matrix. Each row in the matrix corresponds to aand dissimilar to the patterns in different groudsny
particular gene and each column could eithertools that cluster microarray data employ methadhs
correspond to an experimental condition or to @ifipe  as hierarchical clustering, k-means clustering aeld
time point at which expression of genes has beenrganizing maps to analyze and interpret the dasa.
measured. Huge volume of data generated byach technique has its own disadvantages, a new
microarray techniques are collected and stored impproach is required to overcome them.
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K means clustering adopts a non-hierarchicaHanai, 2003). In this study, we suggest a new aqgiro
approach to cluster N objects into K partitions vehe to solve the problems not addressed in the cormvemiti
0<K<N. It randomly selects k of the objects, ea¢h 0 methods.
which initially represents a cluster means then

calculates mean value for each of the remainingatbj MATERIALSAND METHODS
to which it is the most similar, based on the dista
between the object and the cluster mean (Ghel., Most of the clustering algorithms that have been

2005; Jaradagt al., 2009). Very common measures gmpjoyed in the literature are heuristic and hawe t

include the sum of distances or sum of squaregjisagvantage of requiring beforehand the precise
Euclidean distances from the mean of each clusiter. ., mber of clusters. The present work focuses on K-

then re-computes the mean value for each cluste, t oang clustering algorithm where the number of

process being repeated until no more reassignmei siers k has to be defined b fa
Lo y the user arbiyranil
occur (Han and Kamber, 2001). The objective of k'advance. This may not help the researchers to ahie

meansolls to m|?|m|§e tot_aFL|ntra-(irl1ustert_varlla;rmethle f the desired aim; hence drawing inference of biaali
squarec: error iunction. The mathematical Tormula 10 gjgnificance becomes difficult for them. The presen

squared error function is method helps them avoid this arbitrariness by

K automatically suggesting the correct number oftehss
V=3 (x-w)? that is obtained by applying the results of the alod
=X based algorithm to k-means clustering. The sample

. . _ N o dataset is downloaded from the machine learning
This algorithm is sensitive to initial value of k; database in order to examine the performance of the
hence it may produce different results for différ&n  proposed method.

values and it may find only local optimum rathearih
global one (Al-Zoubiet al., 2010). Also, it is sensitive Algorithm: AUKCA clustering algorithm
to noise and outlier objects since a small numifer olnput: Data objects X={x....x,} and model structure
such objects can substantially influence the medmev M = {m;....m}.

In the past, hierarchical and k-means methods have
been the primary clustering tools employed to pemfo Output: K clusters with maximum sum of square.
the task of clustering microarray data. The major
limitation of these methods is their inability to Step: 1 Estimate the no. of components K using EM
determine the number of clusters (Mar and McLaghlanalgorithm.
2003). Model based clustering has become an eabentiStep: 2 Select K object as the initial cluster eesifrom
one in microarray gene expression data in order tatep 1.
determine the number of clusters and provides a
statistical framework to model the cluster struetof  Repeat:
gene expression data. In this approach the data is
generated by a finite mixture of underlying protigpi  Step: 3 Assign each object to the cluster to whheh
distributions in which each component represents &bject is the most
different cluster (Yeunget al., 2001). For a fixed similar based on the cenroid value.
number of components G, the model parameters can sdep: 4 Update the cluster centroids using anylaiityi
estimated using the EM algorithm. It is a generalmetric
approach to maximum likelihood in the presence ofuntil Centroid values remain unchanged or els® go
incomplete data. Let the dataset be(¥z), where Step 2.

z=(Zyg,.. ... Zg). The EM algorithm iterates between
E-step in which the values ofyare computed from the RESULTSAND DISCUSSION
data with the current parameter estimates. In M;ste The result of model based clustering is shown Fig.

model parameters are estimated so as to maximee th_ This figure shows the best model EEV, the highe
likelihood of Complete data for the given eStimaM point in the p|ot provides four Components $w_us)
parameters. Each data object is assigned to the order to ascertain the number of clusters repriesi
component with the maximum conditional probability by the model, we have calculated and compared the
when the algorithm converges (Sureghal., 2009; correctness ratios for different k values. It isfioned
Fraley and Raftery, 1998). In order to ascertaia ththat the number of components provided by the EEV
number of clusters represented by the model basemodel is correct with respect to ratio value 0.135,
method, we calculated the correctness ratio (Aama  corresponding to the value of k = 4 as given irbl&d.
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Fig. 1: The best model EEV is the highest pointha
plot. The no. of components (clusters) is four

Table 1: Correctness ratio corresponding to k \&alue

K=3 K=4 K=5 K=6
0.10 0.135 0.083 0.073
Table 2: Sum of squares corresponding to K values

K=4 K=5 K=6
61.00 64.14 72.18

To minimize the squared error function in k-means
clustering algorithm, we calculated the sum of sgsia
for different clusters in Table 2. From the obtaine
values, one can conclude that the number of cluster
four is optimum with minimum sum of squares value.

CONCLUSION

In this study, we have described a novel cluggerin _ )
Jiang, D., C. Tang and A. Zhang, 2004. Clusteraigl

approach for performing clustering of microarraynge
expression data. We examined the results of makelid
clustering to obtain the precise k clusters andieghphe
same to k-means clustering. The results of clugjgreast
data show the efficiency of the new method. Theréut
work is to enhance the performance of this newrilgo
that can be achieved by reducing the dimensionaflitiie

dataset so that the outliers are removed and thereb
Mar, J.C. and G.J. McLachlan, 2003. Model based

increasing its efficiency and the accuracy.
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