Journal of Computer Science 7 (12): 1798-1804, 2011
ISSN 1549-3636
© 2011 Science Publications

L oss Discrimination Algorithm for Wired/Wireless Networks

Liw Jia Seng, Mohd Noor Derahman and Azizol Abdulla

Department of Communication Technology and Network,

Faculty of Computer Science and Information Tecbgpl
University Putra Malaysia, 43400 UPM Serdang, SglanMalaysia

Abstract: Problem statement: Wireless technology has far growing with an insieg demand of the
Wireless networking technologies recent years. Wineless access network and cellular networks are
being used to support their need. It is usuallyneated to a wired backbone network. TCP is used to
handle the congestion in wired network. Howevels itot well suited for hybrid network consistinfy o
wired and wireless networks. Packet loss occussiialess network mostly due to high bit error rate,
varying in transmission length, or link failure. 89® scenarios are always misinterpreted by
conventional TCP as a congestion loss. Hence, T&les performs congestion control which is
unnecessary and leads to a poor network perform#pm oach: A new algorithm proposed in this
study is to differentiate the types of packet lassurately. The algorithm will classify the paclas

and invoke proper correction mechanisimRssults. Our simulation results show the improvement of
TCP performance as compared to the existing SetediCP and TCP NewRen@onclusion: The
proposed algorithm on classifying packet loss shivesmprovement of TCP performance.

Keywords: Wireless loss, congestion loss, selective-tapailable bandwidth,wireless access,
bandwidth utilization,adaptive delayedlink layer, wireless transmissionzonnection
starts,packet lossgcongestion control

INTRODUCTION to the dynamic network topology and host mobility
(Leung and Li, 2006)-( Mondal and Lugman, 2007).
Most of today’s Internet traffic is carried out by The link layer TCP congestion control algorithm
Transmission Control Protocol (TCP), which accountsby reducing the transmission rate is not suitalle i
for 90% applications and 80% data. TCP was designe¥ireless network. It results in low bandwidth
and tuned to perform very well in wired networks, utilization, unnecessary retransmission and, low

where the key functionalities are to provide rdliab goodput and throughput. Thus, we propose a loss

. . . . ; discriminati Igorith i t of (Bi
connection, utilize the available bandwidth andidvo a:qs(;:q/rg:g;;yoggagg;n m as an improvement of (Biaz

overloading the network (Leung and Li, 2006) .

Wireless networking  technologies  such aSRelated works: Proposals for link layer based protocols

BIu_etooth, 802_'11 and 3G CDMA had been grOWihg(Singh and Kankipati, 2004; Bhandarlehal., 2005) are
rapidly. This is consequences from the INCreasiNGttactive in handling wireless losses but it intiods

demand for Internet-enabled wireless devices sisch 6(:omplexity in intermediate routers and base statidhe

ceIIngr phones and personal digital assistantsilizes _ mechanisms use to improve TCP performance is either
the wireless access network to be connected taedwi Automatic Repeat Request (ARQ) retransmissions

backb.one ngtwork. In this case, TCP is not wellezli (similar to the split-connection approach), or heav
for wired/wireless network to handle packet l0Sses-g .\ ard-Error Correction (FEC)
between the different communication medium. This is  ope of the proposals is associated with a sender

due to the nature of it packet loss. In the wiretwork,  sjte known as Inter-Layer Collaboration ProtocolPTC
packet losses are due to the network congestioqiLC-TCP) (Mondal and Lugman, 2007). ILC-TCP
Whereas in the wireless network, it can be from thentroduces a new link-layer parallel to the network
handover operation, variable bandwidth as well as d protocol stack namely State Manager (SM). The SM
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communicates with core layers and storing the ditsite ~ satellite links. Instead of setting congestion veiwd

in order to select the link, base station and thesize and slow start threshold based on packet drop
appropriate bandwidth. As a result, ILC-TCP is outinformation as in conventional TCP, TCP Westwood

perform over TCP in the event of long and frequem(TCPW) estimates availa_ble b_andwidt.h from the TCP

disconnection, as well as supporting the movemént osender and sets congestion window size and slaw sta
mobile devices at certain considerable speed. threshold accordingly. It focuses on the sendee-sid

TCP Delayed Congestion Response (TCP-DCR) agongestion modification. Thus does not really deresi

_ . o random errors. It also require the sender teeé¢ne
proposed in (Bhandarkaet al., 2005) improves cpanne state prior to transmit. In (Casettial., 2002)

congestion by identifying retransmission timeout orproposed another end-to-end scheme to infer packet
Duplicating Acknowledged (DUP ACKs) messages.losses using variable threshold associated withnBou

The retransmission timer can also be modified.hia t Trip Time (RTT). The RTT is used to classify thedas

case of DUPACKs, the bounded delay period is set t§ue t0 either wireless loss or congestion loss. ¢ew
one round trip time (RTT). By doing this, the sende this is considered inappropriate as the channe&lapin
P - BY 9 ’ wired network in this study is very limited.

may recover from link-layer loses; otherwise the (Lim and Jang, 2008) proposed Indirect-TCP (I-
retransmission algorithm is activated. TCP) that splits the connection on the wirelesseetg
Adaptive Delayed Acknowledgement (TCP-ADA) protect TCP  session from wireless media

presented by (Singh and Kankipati, 2004) is also ahconsistencies and losses. This results in twierwifit
flow and congestion controls in wired and wireless

sender side solution for mobile ad-hoc networks. ™. : : L

. sections separately. It may result in serious inétieis
!nstead of duplicating the acknowledgement messagegy, he two sides. In such attempt, I-TCP eventually
it uses Delayed Acknowledgement (DelAck) to blockyiplates end-to-end semantics of the conventio@® T
the acknowledgements for a specific time periodsTh Meanwhile, M-TCP presented by is similar to I-TCP

is the modification from an actual proposal by (adn  and splits the connection at super host. It diftery in

and Jimenez, 2003) . It blocks the message untl & Way, that super host does not generate
specific number of data packets have been receiveACknOWIGdgment (ACK) of last received segment until
P ‘receives the ACK from mobile node. In this way i

However, those proposals do not consider the stte 555 preaks end-to-end semantics of the TCP and
the sender and receiver site simultaneously. disparities of two sides flow and congestion cantro

Moreover,( Mondal and Lugman, 2007) proposed anechanism still exist. Another problem that mayseari
method to identify wireless losses and tacklingtithe is inaccurate source decision. This will happen mwhe
local link level. This is being done through MAG/é&  the acknowledgment of last byte is not receivedisTh
retransmissions. Even though the TCP performance ithe sender resends all data which is already redeiv
improved, the MAC retransmission strategy however  This study proposed an end-to-end solution based
consumes the wireless bandwidth. The same effect i@n a new packet loss differential algorithm to i
experienced as long as it requires retransmissio CP performance over hybrid wired/wireless networks
m.ethod in order to recover from congestion arjd MATERIALSAND METHODS
wireless loss as in (Singh and Kankipati,
2004),(Bhandarkaret al., 2005), (Altman Jimenez,
2003).

Meanwhile, in (Kliazovictet al., 2007) proposes a

Architecture and protocol: We assume that the
wireless link is the only bottleneck for the contiet.
Hence, packets from wired networks will queue ia th

cross I_ayer approac_h (LLE-TCP) to IMProve = a),se station before forwarding to the wireless pdtw
congestion control using TCP over large variety of_. . )
Figure 1 shows the typical scenario for the

wireless networks. This is achieved by avoiding TCP

ACK packet transmission over the wireless chamhel. W|re\o/l\//W|reIess network(.j t d solution to i TCP
a result, the saved time can be utilized by theeaddr € propose an end-to-end sofution to improve

data packet delivery. LLE-TCP enhances the protocolperformar_lce over wired/wireless networks. Thisdseal
stacks of the wireless sender (or a base statimhtee  ©n detecting the type of losses at the TCP receiues
receiver with cross-layer ARQ agents which supporfMPlementationis an extension to TCP NewReno. _
ACK suppression. ARQ agent suppresses the outgoing N our case, if an out-of-sequence packet is
ACKs at the receiver side and generates them ipaall received, loss differential mechanism will categeri
the sender or base station. the cause of losses is either due to congestic dos
End-to-end TCP connection is first considered bywireless error. We introduce a new loss detection
(Kliazovich et al., 2007) over wireless links and algorithm which is a modification of the existingsk
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detection technique based on packet inter-arrivaés  Proposed schema: In this section, the consideration is
at the receiver. When the cause of packet loss igiven on the mechanism used to differentiate the
determined, two corrective measures are to be taken Wireless loss. We then detailed out the algorithm
improve TCP performance. Fig. 2 illustrates thePa@sed on inter-arrival time and IAD. Finally we
Selective-TCP framework of the propose approach. conS|d_er the approach to handle the congestion loss
i . . and wireless loss.

In the case of wireless transmission losses, vecei
sends SNACK instead of duplicate acknowledgementsyireless loss differentiation mechanism: We assume
TCP NewReno’s congestion control mechanism is nothat the wireless links are the sources for boihés.
invoked. As a result, the slow start threshold andrhe sender performs bulk data transfer (assume all
congestion window size are not reset unnecessarilppackets are same size) and the routers or bagensaat
resulting in better bandwidth utilization (Paul andthe boundary of wired and wireless networks buffer
Trajkovic 2006). more than one packets that are destined to pamsgifnr

In the scenario of congestion loss, the availablehe next wireless link. Hence, packets accumulateea
bandwidth receiver information is sent to the serfide  base station and most packets will be sent badiatix-
estimation. Thus the sender then amends theigver the wireless link. Based on the above obsiemat
congestion window size accordingly. This will help a boundary host on a wireless link can differeatiat
TCP’s IAD scheme to set the appropriate sender'setween wireless transmission losses and congestion
congestion window size. losses based on the inter-arrival packet time.

The inter-arrival time of the packets in the next
host at the boundary between the next wirelessarktw
and the next wired network is approximately equal t

B el \ the time T required to transmit one packet on the
o : wireless link. However, if the loss happens due to
B Aot Basestation. Mobihostl wireless error, the inter-arrival time between two
b ; consecutive packets will be greater than T, sindeast
) ) T is elapsed in trying to send each of the loskpe
Fig. 1: Network scenario Based on above observations, a simple heuristic has
. been developed by (Biaz and Vaidya, 1999).
order packet received) A received frame is called out-of-order if its

sequence number is not equal to one plus the seguen
number of the frame received immediately before it.

SRR El_se_ the fr_ame is _called_ in-sequence. Let TminHee t
sender minimum inter-arrival time observed so far by the
receiver during the connection. If there is no any

packet loss or the packets are in sequence, inter-
i arrival time between two consecutive packets is
Estimating o onre Tmin as shown in Fig. 3.
e contral If a packet is lost in the wired link due to the
congestion, the packet inter-arrival gap is stithim
because the packets queue at base station befoge be
transmitted on the wireless link. Figure 4 illusts
inter-arrival time between two consecutive packets
AU URD R e when packet loss due to congestion.

However, if a packet is lost in the wireless litthe
inter-arrival gap at receiver is ~2 Tmin becauseldst
packet has travelled on the wireless link for sdime
before being lost. Figure 5 shows the inter-arrival
time between two consecutive packets when a packet
loss in wireless link.

However, wireless loss differentiation with Tmin
Fig. 2: TCP framework is not appropriate as inter-arrival time between
1800
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packets would depend on the current network load .. _ .rrent packet inter-arrival time
Fig. 6. Tmin will be far deviate from the current Wia = mean packet inter-arrival time
inter-arrival time after a long period of connectio o p T i ) )
Thus, we propose a new algorithm to differentiate 0ia = standard deviation inter-arrival time
packets loss types using a standard deviationtfer t ~ Between two packet arrival

packet inter-arrival time. Figure 7 shows the

modification algorithm called IAD scheme. If packe tloss = TRUE then

Congestion loss handling procedure: The If Tia - > pia >3ia then

Selective-TCP increases a counter congestion_coun Wireless loss
when experienced with congestion loss. The Else
congestion control is initiated by the sender to Congestion loss
manipulate  the congestion window size. The End if
threshold value for congestion count, k is End
experimentally chosen to be equal to 10.

T T Fig.7: Proposed IAD Scheme to differentiate packet
B EE loss either due to wireless loss or congestion loss

=] [z

Source Base station Sink

This value is critical in deciding when the measure
bandwidth is sent to the sender and when congestion
window size at the sender is being set. If the estign
window size is set before TCP sends 3 duplicate
acknowledgements and reduces congestion window size
it will not be helpful in terms of good put/throygkt
performance. On the other hand, setting the caogest
window size long after TCP IAD algorithm has rediige
However, it will not be helpful as well. Experimerghow

any lower/higher value than 10 deteriorates network
Source Base station Sink performance, so we use k = 10 throughout the stiooka

Fig. 3: Inter-arrival time between two consecutive
packets

w
wa

Wireless loss handling procedure: In the case of
wireless loss, the receiver sends ACK with SNACK
option to the sender. As a consequence, the TGClesen

Fig. 4: Inter arrival between two consecutive pagke
during congestion

e retransmits the missing packets indicated by SNACK.

3] 2 3] [ Acknowledgments with SNACK options are sent after a
‘ certain delay (shack delay). As a result the chafce
% — unnecessarily retransmitting a delayed or mis-ader

segment is limited. Since the SNACK option triggars

retransmission, there is no reliance on the Fast
] ) ] Retransmit algorithm to detect the loss. This
Fig. 5: Inter arrival between two consecutive @8k jngependence from the Fast Retransmit algorithm is

Source Base station Sink

during packet loss in wireless link important because duplicate ACKs may never be
N = Number of packet loss between two packet arrival received when Operatln_g over a hlghly loss link.
If packet loss = = TRUE then When a SNACK is received, the TCP sender
Tlli[(ﬂ‘l-‘Tmm* packetinter-arrival time <(n = 2)T min] aggressively retransmits the packet(s) indicatetbsts

en . oys . : .

Wireless loss packet(s), without waiting for retransmission tiraeto
Else occur. Hence, congestion control mechanism and
g;’ggiﬁsmn loss unnecessary retransmissions are avoided, leading to
End if higher bandwidth utilization.

Congestion info stores the bandwidth measured at
Fig. 6: Wireless loss differentiation over interiaal  the receiver when a packet loss is detected. If the
time congestion-info field in the TCP header has a nem-z
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value, the sender sets its congestion window sizeale IAD scheme and Selective-TCP senders maintain a
to congestion info *base_rtt, where base_rtt isitliteal  constant value of slow start threshold over a longe

round trip time. This prevents the TCP IAD algomith period compare to TCP-NewReno. The initial value fo
from setting the congestion window size to begjoy start threshold is equal to 20 sec.

unnecessarily small. Congestion info is multiplieg
base_rtt to increase the Congestion WindOW Size. Perfor mance Compariwn for different error types
A comparison of good put performance of IAD scheme,

Simulation scenario: We compare performance of without wireless error, with 1% random error () and
IAD scheme with Selective-TCP and TCP NewReno inwith 5% burst error. These are associated withaand

a congested link. In those cases, the 5% burst @10 statistical error and continuous lacking of data
wireless link has been introduced. We also StUdy threspective|y_ The results can be seen in F|g 11. |
goodput performance of IAD Scheme with no wirelessportrays the performance of IAD scheme and TCP
error, 1% random error (random statistical erroJ 8%  NewReno should be exactly same. This scenaricsts al

burst error (continuous lacking of data) (Paul andapplied to the Selective-TCP as long as there is no
Trajkovic, 2006). wireless error.

There is only CBR/UDP traffic for the first 100cse However, it experiences the difference of
of simulation time. After 100 sec, TCP connectitarts ~ maximum 5% as shown in Fig. 12. The detection
and exists along with UDP connection. All conneasio accuracy of the mechanism is set to only ~95% és th
end after 300 sec and 600 sec of simulation tinal(P reason why the difference occurred in IAD scheme.
and Trajkovic 2006). The performance measures w&hus the losses are misinterpreted as either ctinoges
consider are goodput, slow start threshold and sfze loss or wireless losses.
congestion window. Good put is defined as the  We evaluate IAD scheme with Selective-TCP and
number of bits received by the destination hostsle TCP NewReno in a congested link over a longer
the duplicates. We use the maximum sequence numbduration. We first simulate the CBR/UDP traffic quri
of packets reached at the destination to repregesd  to 100 sec. After that TCP connection starts arexist

put in the simulation results. with UDP connection. All connections are terminated
after 600 sec.
RESUL T AND DISCUSSION The performance comparison of the IAD Scheme,

Selective-TCP and TCP NewReno is shown in Fig. 13.
IAD Scheme out performs over the selective-TCP and
TCP NewReno. This also shows that IAD scheme can
be used in a longer period of connection. Thistis tb

Performance comparison for 300 sec simulation
time: Firstly, we evaluate IAD scheme with Selective-

TCP and TCP NewReno in a congested link. For th(?he correct packet loss classification by IAD Schem

first 100 sec of simulation time, there is only OBRP 1,5 ajiowing a proper wireless handling procedore
traffic. After 100 sec, TCP connection starts ari$t8  pe undertaken such as described in Secidreless

along with UDP connection. All connections end @afte | oss Handling Procedure.
300 sec of simulation time.

Good put comparison of the IAD Scheme, — 4500 D
Selective-TCP and TCP NewReno is shown in Fig. 7. 4000 e

IAD scheme performs better than selective-TCP
and TCP NewReno after 300 sec simulation time for
goodput comparison Fig. 8. Furthermore, we compare
the TCP congestion widow size for IAD scheme,
Selective-TCP and TCP NewReno as shown in Fig. 9.

Size of congestion window for IAD scheme is
similar with Selective-TCP. Both IAD Scheme and
Selective-TCP shows larger congestion window size
than TCP NewReno, indicating better utilization of 0
available bandwidth.

The slow start threshold comparison for IAD
scheme, Selective-TCP and TCP NewReno is show ipig. 8: Goo dput for IAD, Selective-TCP and TCPwi&eno
Fig. 10. over 300 sec
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Fig. 9: Size of congestion window for for IAD Fig. 122: IAD Scheme with Selective_TCP and

Scheme, Selective-TCP and TCP NewReno TCP-NewReno
over 300 sec
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Fig. 13: Good put comparison for IAD scheme,
Fig. 101: Slow start threshold for IAD Scheme, Selective-TCP and TCP-NewReno over 600 sec
Selective-TCP and TCP NEwReno over 300 sec
CONCLUSION

7000

— TCP was designed to provide reliable connection,
utilize the available bandwidth and avoid overloadi
5000 the network. However, TCP is not well-suited for
hybrid networks consisting of wired and wireless
y ; networks due to the high BER and limited bandwinfth
3000 the wireless link. When a packet loss in wireless
’ network, which are quite frequent and often

6000

4000

[ (maximum sequence number)

e misinterpreted by the TCP sender as loss due to

- 0 congestion. Hence, TCP sender performs TCP
: congestion control, which is unnecessary and léads

0 60 150 5 S5 300 poor performance of TCP. An end-to-end approach

Sinmilation fme (5e6) based on the new algorithm for identifying cases of

wireless loss and congestion loss was proposeklisn t
Fig.11: Good put over IAD Scheme without wirelessproject to improve TCP performance over hybrid
error wired-wireless network. In case of wireless lodg t
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receiver sends SNACK to the sender to prevenBhandarkar, S., N.E. Sadry, A.L.N. Reddy and N.H.
congestion control. If congestion loss detected, Vaidya, 2005. TCP-DCR: A novel protocol for
receiver informs the sender of the measured tolerating wireless channel errors. IEEE Trans.
bandwidth at receiver. The sender then sets the Mobile ~ Comput, 4:  517-529. DO

congestion window size accordingly. The simulation  10.1109/TMC.2005.72

results show that IAD can be utilized to improve inAltman, E. and T. Jimenez, 2003. Novel delayed ACK
bandwidth utilization and increase good put as (€chniques for improving TCP performance in

compared to Selective-TCP and TCP NewReno multihop wireless networks. Lect. Notes Comput.
' Sci., 2775: 237-250.
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